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A 
year ago on this page, I described some of the 

challenges that science faces in cultivating sup-

port from the society it serves. Stepping in as the 

new Chief Executive Officer of the American As-

sociation for the Advancement of Science (AAAS, 

the publisher of Science), my editorial asked, 

“Why science? Why AAAS?” My thoughts about 

the nature and service of science and the mission and 

goals of AAAS—the world’s 

largest general science 

membership organization—

have since been focusing on 

new and revitalized efforts 

that will continue to make 

AAAS the principal voice for 

science. A great example of 

this will be the AAAS An-

nual Meeting next week in 

Washington, DC (11 to 16 

February), where we will 

bring together diverse lead-

ing voices from around the 

world to discuss how “Glob-

al Science Engagement” can 

move society toward a se-

cure future. 

The annual meeting re-

flects, in many respects, 

how AAAS has always ad-

vanced science in the world, 

in countless ways, large and 

small: by guiding teach-

ers, educating legislators, 

conducting international 

studies, illuminating vexing 

public issues, and upholding principles of fairness, open-

ness, and reason. The organization has been doing these 

things for more than a century and a half, and today’s 

more than 100,000 members make it possible for AAAS 

to continue to show the public the beauty and cultural 

enrichment found in science, the power of evidence-

based thinking, and the practicality of policies that inte-

grate good science. 

And yet, I am often struck by how few people know 

about the work of AAAS. Some readers of this editorial 

are AAAS members and may know about the important 

work of the organization, but probably most readers 

are not members, accessing Science through institu-

tional subscriptions at their worksites. Even those who 

are members often think of themselves as subscribers 

only and forget that they belong to an organization that 

is a powerful force for science, engineering, and tech-

nology in the world. Indeed, the influence of AAAS has 

been potent: from helping to create the U.S. National 

Science Foundation soon after World War II, to forg-

ing the foundation for modern education reform; from 

convening the Science and Human Rights Coalition, to 

successfully advocating for a U.S. national forest ser-

vice and the scientific management of resources; from 

funding the legal defense in the 1925 Scopes trial on 

teaching evolution, to chal-

lenging today’s politically 

motivated interference in 

research in climate change 

and in social and behavioral 

sciences, and denouncing 

legislated restrictions on 

the study of gun violence as 

a public health issue. 

Moving forward, AAAS 

will continue its outspoken 

presence on issues of the 

day. We will also work with 

other science and engineer-

ing societies to raise the 

standards of the practice 

and application of science 

around the world, as well as 

annually place nearly 300 

Ph.D.–level scientists in fel-

lowships in various depart-

ments of the U.S. federal 

government. We will, with 

the Kavli Foundation, rec-

ognize excellence in science 

journalism with the most 

prestigious annual awards. 

And through various activities, including publication 

of the journal Science and Diplomacy, AAAS will focus 

the world’s attention on the role that science plays in 

international relations. 

These and other accomplishments of AAAS, too nu-

merous to describe here, can be attributed to one im-

portant factor: its members. The numbers, strength, and 

wisdom of its members (many practicing scientists or en-

gineers, many not) provide a tremendous driving force. 

Because AAAS values members so much, the organization 

is undertaking new initiatives to build, and better engage 

with, our network of members and fellows, so that to-

gether we can champion the mission of AAAS.

I encourage scientists and all those interested in sci-

ence to join AAAS and become part of an organization 

that will continue to advance science for human welfare.

– Rush Holt

 Strength in members

Rush Holt is 

Chief Executive 

Of  cer of AAAS 

and Executive 

Publisher of 

Science. E-mail: 

rholt@aaas.org

EDITORIAL

10.1126/science.aaf3366

“...AAAS [is] the world’s largest 
general science membership 

organization...”
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AROUND THE WORLD

Twisty stellarator hits its stride
GREIFSWALD, GERMANY |  German 

Chancellor Angela Merkel this week kicked 

off real fusion research on the country’s 

new reactor Wendelstein 7-X by flicking 

the switch to fill the reactor with hydro-

gen plasma. W7-X is a stellarator, a fusion 

reactor with a strange, twisty shape that 

researchers hope will keep the superhot 

gas inside more stable than traditional 

doughnut-shaped “tokamaks” do (Science, 

23 October 2015, p. 369). Nineteen years 

and €1 billion in the making, W7-X started 

operation last November, producing 

a plasma of helium gas. But hydrogen 

is required for the reactor’s ultimate 

goal: to get the gas so hot that its atoms 

fuse together. The rate of actual fusion 

reactions with plain hydrogen will be 

very low, however; to up that rate and 

produce more energy, the plain hydrogen 

will eventually have to be replaced with its 

more reactive isotope deuterium. Future 

reactors will use a yet more reactive mix of 

deuterium and tritium.

Scientist can edit human embryos 
LONDON |  Developmental biologist Kathy 

Niakan has received permission from U.K. 

authorities to modify human embryos 

using CRISPR/Cas9 gene-editing technol-

ogy. Niakan, who works at the Francis 

Crick Institute in London, applied for 

permission to use the technique in stud-

ies to better understand the role of key 

genes during the first few days of human 

embryo development. The debate about 

NEWS
I N  B R I E F

“
I will put it into my syllabus that the class is not 

open to students carrying guns. I may wind up in court. 
I’m willing to accept that possibility.

”Nobel Prize–winning physicist Steven Weinberg of the University of Texas, Austin,  

pledging opposition last week to a state law allowing concealed weapons on campus. 

Scientists lose fight for California bones 

T
hese rare ancient skeletons from California are likely to be 

reburied without scientifi c study, after the U.S. Supreme Court 

declined to hear a court case about them last week. The re-

mains, which were discovered in 1976 on the grounds of the 

University of California (UC), San Diego, date to about 9000 

years ago, making them among the oldest in North America. 

They could shed light on the still murky peopling of the continent 

and on the possible coastal lifestyle of some of the earliest Americans. 

However, a local Native American tribe, the Kumeyaay, declared rights 

to the bones, saying that the remains had been found on their ancient 

lands. UC of  cials agreed to give the remains to the tribe for likely 

reburial, but three UC scientists sued the university system to allow 

scientifi c analyses, particularly ancient DNA studies, to determine the 

remains’ relationship to living tribes (http://scim.ag/Calibones). “We 

just wanted to study the remains,” said UC Berkeley paleoanthropolo-

gist Tim White, one of the plaintif s. California courts ruled against 

the scientists in 2013, based on a legal technicality involving the 

Kumeyaay’s status as a sovereign nation. Now that the Supreme Court 

has declined to reopen the case, the UC system is expected to give the 

bones to the Kumeyaay, perhaps as soon as the end of February. 

A U.K. researcher has gotten a green light to modify 

human embryos (pictured, 4 days after fertilization).

Published by AAAS



SCIENCE   sciencemag.org

P
H

O
T

O
: 

©
 V

IE
W

 P
IC

T
U

R
E

S
 L

T
D

/A
L

A
M

Y
 S

T
O

C
K

 P
H

O
T

O

5 FEBRUARY 2016 • VOL 351 ISSUE 6273    541

the ethics of editing embryonic genomes 

has raged for several years; critics say 

studies such as Niakan’s could be the first 

step toward “designer babies” or even 

eugenics. The Human Fertilisation and 

Embryology Authority (HFEA), which 

grants licenses for work with human 

embryos, sperm, and eggs in the United 

Kingdom, approved Niakan’s application 

at a meeting of HFEA’s license committee 

on 14 January. The minutes of that meet-

ing state that “[o]n balance, the proposed 

use of CRISPR/Cas9 … was a justified 

technical approach to obtaining research 

data about gene function from the 

embryos used.” http://scim.ag/Niakanperm

Scholars call to free scientist
TEHRAN |  More than 300 scholars, 

including seven Nobel laureates, have 

signed a letter dated 27 January that 

calls on Iran to release a jailed chem-

ist. An Iranian court last year sentenced 

Mohammad Rafiee, a chemist retired 

from the University of Tehran, to 6 years 

in prison for “spreading propaganda 

against the regime” and other crimes. In 

June 2014, Rafiee posted on his website a 

lengthy analysis endorsing Iran’s efforts 

to reach a nuclear deal with the United 

States and other nations. The move came 

shortly after Iran’s president, Hassan 

Rouhani, had challenged Iranian intel-

lectuals to publicly back his support for 

a deal. “Why are the professors silent?” 

Rouhani had asked. Last week, the U.S. 

State Department said in a statement 

that it considers Rafiee “to be a political 

prisoner … and would call for his release, 

as we do for other political prisoners in 

Iran.” http://scim.ag/Iranchemist

$1 billion for cancer moonshot
WASHINGTON, D.C. |  The White House 

plans to spend $1 billion to jump-start 

Vice President Joe Biden’s moonshot to 

cure cancer. The initiative will include 

$195 million for new activities at the 

National Institutes of Health (NIH) this 

year. The White House also plans to ask 

for $755 million in its fiscal year 2017 bud-

get request to be released on 9 February, 

mostly for NIH and the rest for the U.S. 

Food and Drug Administration. The 

moonshot will ramp up efforts in cancer 

prevention, early detection, immuno-

therapy, tumor genomics, data sharing, 

and pediatric cancer. It will also include 

a new fund for high-risk, high-reward 

research. The National Cancer Institute 

will assemble a blue-ribbon panel to begin 

guiding the effort.

Kew Gardens to host The Hive

A 
twisting structure meant to evoke a swarm of bees is set to alight at the Royal 

Botanic Gardens, Kew, in the United Kingdom this summer. The Hive, an instal-

lation that was originally part of the U.K. Pavilion at the 2015 Milan Expo in Italy, 

was designed by artist Wolfgang Buttress and inspired by U.K. research into the 

health of bees, bee communication, and the role of bees in the global food chain. 

Visitors will enter the 17-meter-tall aluminum structure through a wildflower meadow, 

and will then be surrounded by hundreds of LED lights and a swell of music, buzzes, 

and pulses that increases as they move toward its center. The structure—which won 

dozens of awards at the expo—is set to arrive in June.

The Hive at the 

Milan Expo in Italy in 2015.

Published by AAAS
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NEWSMAKERS

Obokata has her say in new book
Disgraced stem cell researcher Haruko 

Obokata is telling her story. In a book out 

last week, she describes how the discovery 

of stimulus-triggered acquisition of pluri-

potency (STAP) cells unraveled and shifts 

much of the blame to another researcher. 

The STAP method, reported in two 2014 

papers in Nature, promised an easy way 

to create pluripotent cells for future medi-

cal treatments. Investigations by RIKEN, 

Japan’s network of national laboratories 

where Obokata worked, concluded that 

the papers contained falsified data and 

that the supposed STAP cells in her labo-

ratory were actually embryonic stem cells. 

RIKEN fired her, the Nature papers were 

retracted, and one co-author committed 

suicide. In Ano Hi (That Day), Obokata 

claims there is still evidence that STAP 

cells exist but says the pressures of the 

investigations and media attention kept 

her from replicating her experiments. 

She also says a senior colleague, Teruhiko 

Wakayama, now at the University of 

Yamanashi, provided the cells used in 

the experiments, but that she was left to 

take the blame for the cell line mix-up. 

Obokata says she still admires Charles 

Vacanti, of Harvard Medical School in 

Boston, in whose lab she started work on 

STAP cells as a postdoc.

FINDINGS

Bumping up baby microbiomes 
When delivered by cesarian section, a 

baby’s “microbiome”—the trillions of bac-

teria in the body—is different from that 

of infants who travel through mom’s birth 

canal. These differences have been linked 

to more asthma, obesity, and allergies, 

although the details remain controversial. 

Now, a new study examines whether 

rubbing mom’s vaginal bacteria over a 

newborn delivered by C-section could 

alter the microbial makeup. Scientists 

placed sterile gauze in four mothers’ vagi-

nas for an hour before their scheduled 

C-sections, then rubbed the gauze over 

each baby right after delivery. Fourteen 

other babies, some born vaginally and 

some by C-section, acted as controls. Over 

the next 30 days, the team sampled bac-

teria on the babies’ mouths, anuses, and 

skin. Among treated babies, the micro-

biome shifted somewhat toward that of 

the average vaginally born baby, the team 

reports this week in Nature Medicine. In 

particular, they observed enrichments in 

Lactobacillus bacteria and Bacteroides, 

both diminished in babies born by 

C-section. The authors say they are now 

enrolling dozens more babies for a 

larger scale and longer term test. 

http://scim.ag/biomebabies

Microplastics hurt oyster reproduction

E
ating, for an oyster, is pretty simple: Take water in, keep the tasty plankton, spit 

water out. But increasingly, the mollusks are getting an unwelcome additive: tiny 

pieces of plastic ranging from a few micrometers to a millimeter in size. Over time, 

the human-produced plastic—derived from anything from clothing to industrial 

processes—washed into the oceans breaks down into smaller and smaller pieces. 

Now, a new laboratory-based study shows that when Pacific oysters are exposed 

to these so-called microplastics, they ingest as much as 69% of 6-micrometer 

particles added to water. The microplastics end up in the oysters’ guts and disrupt 

their digestion or hormone systems, ultimately causing them to invest less energy in 

reproduction. Female oysters exposed to microplastics made 38% fewer eggs, and 

males made sperm that were 23% slower. Plus, they had fewer offspring, which were 

themselves slower to reach maturity. 

Pacific oysters 

reproduce less when 

they’ve ingested 

microplastics, a lab 

study shows.

BY THE NUMBERS

82,000
Number of deaths worldwide that 

could be prevented each year by 

making breastfeeding nearly

 universal for infants and young 

children (The Lancet).

99%
Fraction of U.S. coastal waters in which 

contaminants in fish tissue pose a 

threat to predator fish, birds, and 

wildlife, according to a new report by the 

U.S. Environmental Protection Agency. 

Selenium is the primary culprit, likely 

boosted by pollution such as agri-

cultural runoff and sewage. 

$54,600
List price for a 12-week course 

of Merck & Co.’s newly approved 

hepatitis C drug Zepatier; that’s much 

less than the listed price of similar 

drug regimens from AbbVie ($83,300) 

and Gilead Sciences ($94,500). 

Published by AAAS
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By Jon Cohen

L
ess than a year ago, Zika seemed too 

trivial for anyone to bother developing 

countermeasures. The mosquito-borne 

virus was racing through the Southern 

Hemisphere, but, at worst, it appeared 

to cause a mild fever and rash. No lon-

ger: On 1 February the World Health Orga-

nization (WHO) declared the “extraordinary” 

cluster of microcephaly and other neurologi-

cal complications that have now been linked 

to Zika a “public health emergency of inter-

national concern.” And vaccinemakers, big 

and small, have begun the race to head it off. 

They have a good shot at success, several ex-

perts say, but they caution that vaccine devel-

opment requires years of testing.

Isolated in 1947, Zika first caused se-

rious concern in May 2015 after it ar-

rived in South America and suspicions 

grew that infection during pregnancy 

might be causing brain-damaging micro-

cephaly in babies. The link, WHO Director-

General Margaret Chan in Geneva, Switzer-

land, stresses, is “strongly suspected 

though not yet scientifically proven”—as 

is a potential connection to Guillain-Barré 

syndrome, which can cause a temporary 

para lysis in adults. With viral spread in-

creasing, a vaccine is now a top priority.

Vaccine pioneer Stanley Plotkin of the Uni-

versity of Pennsylvania predicts “a straight-

forward developmental pathway” for a 

vaccine. He notes that Zika belongs to the 

flavivirus family, and vaccines exist for sev-

eral of its relatives, including dengue, yellow 

fever, and Japanese encephalitis. “I don’t see 

any technical issues such as the ones that ob-

viously exist for vaccines against HIV, tuber-

culosis, and many other agents,” says Plotkin, 

who consults with several vaccinemakers. 

Still, “there are many puzzles,” says 

Thomas Monath, a virologist who studied 

Zika in wild monkeys in Nigeria in the 1970s 

and is now the chief scientific officer at New-

Link Genetics in Devens, Massachusetts, 

which helped develop a promising Ebola 

vaccine. For Zika, one unknown is whether 

infection leads to lifelong protection—a key 

feature of diseases for which vaccines are 

most effective, such as yellow fever. Another 

question is whether natural or vaccine-

induced immunity against other related 

viruses—particularly yellow fever—could of-

fer a measure of “cross protection,” which 

might confuse efforts to evaluate Zika vac-

cines. Nor have researchers yet established a 

much-needed monkey model to enable com-

parisons of candidate vaccines. 

Monath, who has developed vaccines 

against several flaviviruses, says NewLink 

will pursue a traditional strategy that inac-

tivates, or kills, the virus with a chemical so 

it cannot replicate in the body. He thinks an 

inactivated vaccine has the best chance of 

winning regulatory approval as a product 

that pregnant women might use.

At the nonprofit Butantan Institute in São 

Paulo, Brazil, however, immunologist and di-

rector Jorge Kalil is betting that a weakened, 

live vaccine can be safe and potentially more 

effective than killed virus. His team plans 

to exploit a technology that researchers at 

the U.S. National Institute of Allergy and 

Infectious Diseases (NIAID) used to make 

a dengue vaccine, which Butantan licensed 

and is now testing in an efficacy trial. To 

weaken that virus, researchers deleted genes 

so it can copy itself but not cause disease. 

“Perhaps we can attenuate the Zika virus by 

using the same deletions of the same sites,” 

Kalil says, noting that Butantan likely would 

partner with NIAID to develop its vaccine. 

The Brazilian institute has a key advantage: 

Unlike almost every other nonprofit in the 

world that does vaccine research, it has an 

industrial-scale manufacturing plant—last 

year the institute cranked out 40 million 

doses of influenza vaccine—so it might be 

able to supply enough product for Brazil 

without needing help from big pharma.

NIAID Director Anthony Fauci in 

Bethesda, Maryland, says his institute has a 

“head start” with a different technology it 

I N  D E P T H

INFECTIOUS DISEASE 

The race for a Zika vaccine is on 
Researchers see many approaches—but a vaccine likely will take years 

Jorge Kalil (holding box), director of Brazil’s Butantan 

Institute, says his team hopes to make a Zika vaccine by 

mimicking a strategy used for the related dengue virus.

Published by AAAS
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used to make an experimental vaccine for 

West Nile, another flavivirus. The manufac-

turing process begins with a circular “plas-

mid” of DNA that holds key viral genes. 

When it is inserted into bacterial cells, they 

produce “viruslike particles” that are similar 

to an inactivated vaccine, because they can-

not copy themselves. (The West Nile vaccine 

worked well in early human studies, but NI-

AID could not find a commercial partner to 

take it forward.)

Inovio Pharmaceuticals of Plymouth Meet-

ing, Pennsylvania, boasts it already has an 

experimental Zika vaccine containing noth-

ing more than a plasmid made of Zika genes. 

With the help of an electrical zap on the skin, 

the plasmid goes directly into human cells, 

which them make Zika proteins that stimu-

late the immune system. CEO Joseph Kim 

says his team already has begun tests in mice.  

But although researchers can quickly make 

such simple DNA vaccines, they have lost 

their luster over the past 20 years because 

they have not triggered strong immune re-

sponses. “There are people very knowledge-

able in the field who have lost faith in this 

technology,” Kim concedes. “I want to prove 

that this technology is viable and perhaps the 

best option for these types of outbreaks.” 

The small Jenner Institute in Oxford, U.K., 

is putting the Zika surface protein into harm-

less chimpanzee adenoviruses, which serve 

as a “vector”—an approach similar to one 

used in GlaxoSmithKline’s Ebola vaccine, 

which was tested during the West African 

epidemic. Vaccinemakers Protein Sciences of 

Meriden, Connecticut, and Hawaii Biotech of 

Honolulu—which both specialize in produc-

ing viral proteins in insect cell lines—also 

have projects underway. 

Predicting when a vaccine will come to 

market is a mug’s game, but NIAID’s Fauci 

thinks animal studies could be completed in 

a few months and small human studies to 

evaluate safety and immune responses could 

begin by the end of 2016. Even if a promis-

ing candidate surfaces, large-scale efficacy 

trials are probably years away, he says. Get-

ting a vaccine approved and supplying mil-

lions of doses could take the resources of a 

major manufacturer. Of the four big pharma 

companies that make vaccines, only Sanofi 

Pasteur of Lyon, France—which produces 

all three existing flavivirus vaccines—has 

launched a Zika program, though the others 

say they are watching the field closely. 

As a stopgap measure for pregnant women, 

Kalil says Butantan hopes to produce a pro-

tective serum, which the institute already 

makes for several diseases, by injecting Zika 

virus into horses and harvesting the antibod-

ies the animals make. “This would take a 

little over a year,” Kalil says. “That’s the best 

timeline—if you’re very, very optimistic.” ■

By Adrian Cho

S
ince 1978, the United States and 

other nations have been pushing to 

eliminate the use of highly enriched 

uranium (HEU)—which a terrorist 

or rogue nation could use to make a 

bomb—as fuel in dozens of civilian 

research reactors around the world. But 

achieving that goal will take far longer than 

previously hoped, according to a study from 

the National Academies of Sciences, Engi-

neering, and Medicine. 

Experts had once hoped 

to eliminate HEU fuel by 

2018, but 2035 is more 

realistic, the 28 January 

report concludes.

“Clearly there have 

been unexpected chal-

lenges, both technical 

and nontechnical,” says 

Julia Phillips, a former 

vice president of Sandia 

National Laboratories in 

Albuquerque, New Mex-

ico, and chairperson of 

the panel that wrote the 

report, which Congress 

requested in 2012.

Research reactors are 

relatively small facilities 

that focus on materials 

science, reactor design, 

and the production of 

medical isotopes. That 

work generally requires 

fluxes of neutrons higher 

than those produced in 

commercial power reactors. Whereas power 

reactors make do with uranium enriched 

to about 4% of the fissile isotope U-235, re-

search reactors run on uranium that is more 

highly enriched, in some cases to about 

90%—the level of weapons-grade uranium. 

Globally, the civilian research stock of 

HEU—uranium enriched to at least 20%— 

totals 60 tons, enough to make roughly 1000 

bombs, and nonproliferation experts worry 

that it may be less secure than far bigger 

military supplies. Since the 1970s, dozens of 

civilian research reactors have either closed 

or converted to safer low enriched uranium 

(LEU), including 28 since 2009. That leaves 

74 similar reactors that are still using, or 

plan to use, HEU. “The long and short of it is 

that the easy conversions have been made,” 

Phillips says.

On the technical side, nuclear scientists 

and engineers have struggled to develop 

adequate replacement fuels based on LEU. 

To maintain the needed neutron fluxes, the 

fuels need a high density of uranium. Re-

searchers in Europe and Asia are developing 

a so-called dispersion fuel, in which granules 

of a uranium molybdenum alloy are embed-

ded within an aluminum matrix. In con-

trast, the United States 

is developing a “mono-

lithic” fuel that consists 

of a single ribbon of 

uranium-molybdenum 

alloy clad in aluminum. 

Development of both 

fuels will likely take an-

other 12 to 17 years, the 

report estimates.

On the nontechni-

cal side, Russia has 

expressed little inter-

est in converting its 32 

research reactors. “This 

is not a priority with the 

Russian government,” 

says William Tobey, a 

panel member and non-

proliferation expert at 

Harvard University.

The report makes 

seven recommendations, 

including engaging Rus-

sia in greater collabora-

tion and planning for 

facilities to replace the 

eight aging U.S. civilian research reactors. 

Most controversially, as an interim step it 

calls for converting those reactors to a some-

what less enriched form of HEU. The United 

States has designated 20 tons of 93% en-

riched weapons-grade uranium for civilian 

research. The report recommends diluting 

that supply to 45% enrichment and using it 

until LEU fuel is available.

That’s a bad idea, says Alan Kuperman, a 

political scientist at the University of Texas, 

Austin. Using 45% enriched HEU would per-

petuate commerce in HEU and undermine 

efforts to develop LEU fuel, he says. Simply 

put, Kuperman says, “it’s incredibly stupid 

from a policy perspective.” ■

Risky reactor fuel to linger
Getting highly enriched uranium out of research reactors 
will stretch to at least 2035, U.S. study concludes

NUCLEAR NONPROLIFERATION

The core of the Advanced Test Reactor 

at the Idaho National Laboratory holds 

43 kilograms of highly enriched uranium.
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By Gretchen Vogel, in Berlin

A 
decade ago, amid worries that its 

universities were unable to keep up 

with the global academic elite, Ger-

many embarked on a radical experi-

ment: The government poured €4.6 

billion into a plan to strengthen re-

search at select universities and create its 

own version of the Ivy League. The Excel-

lence Initiative, as it was called, ran counter 

to a long egalitarian tradition in German 

higher education; critics warned that focus-

ing on the top would also create a tier of 

second-rate schools.

That hasn’t happened, an international 

committee concludes in a report published 

on 29 January. The panel was convened by 

the Joint Science Conference (GWK), which 

includes federal and state science ministers 

of research, education, and finance. The re-

port concludes that the initiative had “very 

positive” effects and should continue, al-

though with some important changes. “It 

has set the system on the right path,” says 

physicist Dieter Imboden of ETH Zurich in 

Switzerland, who chaired the commission. 

Most German politicians had already con-

cluded as much. Opposition to the idea of 

rewarding excellence has softened in recent 

years, and in December 2014, GWK commit-

ted to setting up a follow-up program after 

the initiative ends in 2017. The report’s rec-

ommendations will help shape the successor.

Germany’s universities are run and 

funded by the 16 Länder, or states, but the 

Excellence Initiative added a layer of federal 

money to challenge universities to special-

ize in areas where they might excel. The 

program had three categories. Graduate 

schools, still fairly rare in Germany 10 years 

ago, competed to receive up to €2.5 million a 

year. So-called “excellence clusters” were eli-

gible for up to €8 million a year “to promote 

top-level research,” often linking researchers 

from multiple universities and Max Planck 

institutes or Helmholtz centers. In addition, 

“institutional strategies” gave universities 

extra funds to help ensure that the other two 

components were successful over the long 

term. The program has sprouted a range of 

new projects—from the Erlangen Graduate 

School in Advanced Optical Technologies 

and the Center for Regenerative Therapies 

in Dresden to the Center for Integrated Pro-

tein Science in Munich. 

So far, none of them have propelled Ger-

many into the higher echelons of university 

rankings, which are dominated by the United 

States and the United Kingdom. In the an-

nual table produced by Jiao Tong University 

in Shanghai, China, the best German school 

is Heidelberg University at 46th place. Still, 

the initiative “has made the German univer-

sity system more dynamic and has become a 

tangible symbol for the will to improve the 

international competitiveness of German 

universities,” the panel concludes. “That 

such a small amount of money can bring 

about so much movement and genuinely 

bring about a competitive spirit … I did not 

expect that when the whole thing started,” 

says Gerhard Casper, former president of 

Stanford University in Palo Alto, California, 

now the president of the American Academy 

here and a member of the panel.

The worries about a growing divide 

haven’t panned out, because even the uni-

versities that didn’t do well came up with 

plans to focus and build on their areas of 

strength, the panel says, sometimes with 

grant money found elsewhere. “Everywhere 

we looked there were positive effects,” says 

vice-chair Elke Lütjen-Drecoll, an anato-

mist and professor emeritus at Friedrich-

Alexander University Erlangen-Nürnberg. 

The panel recommends changes for the 

next phase, however. Graduate schools 

have become common at research universi-

ties and can be dropped from the program; 

funding for research clusters should become 

more flexible to allow for smaller projects, 

especially in the humanities, and to allow 

for collaborations between geographically 

distant partners. Perhaps most contro-

versial, the panel suggests scrapping the 

“institutional strategies”; instead, the 10 top 

universities—ranked by award-winning pro-

fessors, European Research Council grants, 

and other accolades—should receive an extra 

€15 million per year for 7 or 8 years. Reward-

ing past achievements instead of good plans 

will avoid “window dressing promises” by 

universities and relieve the pressure to apply 

for grants, Imboden says.

To award a new round of competitive 

grants by 2018, GWK would have to agree on 

the main program outlines by April, so that 

Chancellor Angela Merkel and the ministers-

president of the Länder can give their final 

approval in June. That schedule is too tight, 

says the Imboden commission, which rec-

ommends extending current funding for two 

more years, until 2019. 

Although creating an academic elite is no 

longer a taboo, there is widespread concern 

that overall spending on Germany’s universi-

ties is simply too low. The commission points 

out that the number of students has grown 

much faster than the number of professors or 

overall funding. Imboden urged politicians 

to keep in mind that the world’s top univer-

sities each spend significantly more than 

€1 billion a year. The roughly €500 million 

annually available under Germany’s program 

is “respectable,” he said, “but if you want to 

compete with Stanford, it’s a small sum.” ■

Good grades for Germany’s 
project to build an Ivy League 
The Excellence Initiative is on the right track, a panel says

RESEARCH FUNDING

Ludwig Maximilian University of Munich 

is one of Germany’s top schools.
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By Gretchen Vogel 

A 
chilling TV documentary is causing 

new trouble for Italian star surgeon 

and former media darling Paolo 

Macchiarini. Last summer, the Karo-

linska Institute (KI) in Stockholm 

dismissed charges that Macchiarini 

had misrepresented the success of his 

pioneering trachea implants in a series of 

scientific papers. But a three-part series 

by Swedish public television channel SVT, 

aired in January, suggests that he didn’t 

fully inform his patients about the risks of 

his operations. Most of them died, includ-

ing at least one who was not seriously ill 

before the surgery.

In an email to Science, Macchiarini wrote 

the series “was a gross misrepresentation of 

fact,” and that he can’t comment further at 

the moment. But KI, where Macchiarini is a 

senior researcher, says it may reopen its in-

vestigation against him. “We’ve seen footage 

in SVT’s documentary that is truly alarming, 

and I empathise deeply with the patients and 

their relatives,” Anders Hamsten, KI’s vice-

chancellor,  said in a statement last week. 

The film has also raised questions about 

the way Hamsten and other administrators 

at KI, Sweden’s most prestigious university 

and home of the selection committee for the 

Nobel Prize in Physiology or Medicine, have 

handled the scandal. “I am concerned that 

it will affect the trust that we have from the 

public, for Sweden as a prominent research 

nation, and for the Karolinska Institute,” 

Sweden’s minister for higher education 

and research, Helene Hellmark Knutsson, 

told Science. The chairman of the institute’s 

board of directors, Lars Leijonborg, says he 

expects the board to approve an indepen-

dent inquiry into KI’s 5-year relationship 

with Macchiarini this week.

Macchiarini replaced missing or damaged 

windpipes with an artificial trachea made 

of a polymer scaffold “seeded” with the pa-

tients’ own stem cells, which were supposed 

to grow into living tissue. Between 2011 and 

2014, he conducted three such transplants 

at Karolinska University Hospital, four in 

cooperation with the Kuban State Medical 

University in Krasnodar, Russia, as part of 

a formal clinical trial, and one—on a toddler 

born without a trachea—in Illinois. 

In 2014, colleagues at KI alleged that 

Macchiarini’s papers made his transplants 

seem more successful than they were, omit-

ting serious complications. Two patients 

treated at Karolinska died, and a third 

has been in intensive care since receiving 

a trachea in 2012. The Illinois patient also 

died, as did three patients in Russia. Bengt 

Gerdin, a professor emeritus of surgery at 

Uppsala University in Sweden who investi-

gated the charges at KI’s request, concluded 

in May 2015 that differences between pub-

lished papers and lab records constituted 

scientific misconduct. But Hamsten re-

jected that conclusion based on additional 

material Macchiarini submitted later.

The documentary shows footage of a pa-

tient who says Macchiarini reassured him 

before the surgery that experiments had 

been done on pigs, when in fact none had 

taken place. It also follows the wrench-

ing story of the first patient in Krasno-

dar. A 33-year-old woman, she was living 

with a tracheostomy that she said caused 

her pain, but her condition was not life-

threatening. The film suggests that she 

wasn’t fully aware of the risks of the op-

eration, and that Macchiarini and his col-

leagues knew about problems with the 

implant before the surgery. The patient’s 

first implant failed, and she received a sec-

ond one in 2013. She died in 2014.

The fact that a relatively healthy patient 

underwent Macchiarini’s experimental 

procedure caused consternation in Swe-

den. “The information that has emerged 

in the documentaries on the ethical nature 

of these operations is new to Professor 

Hamsten,” the university said in a statement. 

The operations, if they occurred as shown in 

the documentary, would never have been ap-

proved at KI, the university says. 

However, Macchiarini was open about 

his plan to include patients who didn’t have 

life-threatening conditions in the Krasno-

dar trial. At KI, “[w]e were allowed to do 

this type of transplantation only in extreme 

cases,” he told Science 3 years ago. “The clini-

cal study for the first time gives us a chance 

to include patients who are not in such criti-

cal shape” (Science, 19 April 2013, p. 266). 

KI says that it is also investigating the 

allegation, made in a Vanity Fair story 

last month, that Macchiarini included in-

correct information on his CV. (That article 

focused on Macchiarini’s past relationship 

with Benita Alexander, an NBC News pro-

ducer; among other things, Alexander says 

Macchiarini convinced her that he had op-

erated on several heads of state and that he 

would marry her in a ceremony officiated 

by Pope Francis.)

Macchiarini’s appointment as a visit-

ing professor at KI ended in October 2015; 

in November 2015, the institute gave him 

a 1-year contract as a senior researcher. 

That decision, like many others in the 

Macchiarini affair, is now likely to come 

under scrutiny as the new investigations 

get underway. ■

Karolinska to reopen inquiry 
into surgeon’s work
Television documentary raises new questions about 
Paolo Macchiarini’s trachea implants

SCIENTIFIC MISCONDUCT

Paolo Macchiarini 

gave eight patients an 

artificial windpipe.
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By Dennis Normile

A 
bus-sized satellite due to go into orbit 

next week promises to open a view 

of some of the most tumultuous cor-

ners of the universe. The 12 Febru-

ary launch of the x-ray observatory 

ASTRO-H from Japan’s Tanegashima 

Space Center will give astronomers a long-

awaited opportunity to track the super-

heated gases, glowing in x-rays, that surge 

from black holes, swirl within galaxy clus-

ters, and abound in supernova remnants. 

“It’s going to open up a new branch of 

x-ray astronomy,” says Andrew Fabian, a 

theoretical astrophysicist at the University 

of Cambridge in the United Kingdom, who 

is a member of the ASTRO-H science work-

ing group. Whereas previous x-ray missions 

were tuned to image point sources such as 

black holes and neutron stars, ASTRO-H is 

built to analyze the x-rays emanating from 

large, diffuse celestial structures. ASTRO-H 

“is going to be spectacular,” says Graziella 

Branduardi-Raymont, an astrophysicist 

at University College London, who works 

on the European Space Agency’s XMM-

Newton x-ray observatory, an older, comple-

mentary mission.

It has been a long time coming. A launch 

rocket failure sent Japan’s ASTRO-E x-ray 

satellite crashing into the Pacific in 2000. 

The replacement mission, Suzaku, lost a 

key instrument to equipment troubles sev-

eral weeks after its 2005 launch. As a result, 

“there hasn’t been a major new x-ray obser-

vatory since 1999,” when XMM-Newton and 

NASA’s Chandra X-ray Observatory took 

flight, Fabian says.

A joint Japanese Aerospace Exploration 

Agency (JAXA) and NASA project, ASTRO-H 

fields a team of 240 scientists from 60 in-

stitutions in Japan, North America, and 

Europe. For JAXA’s Institute of Space and 

Astronautical Science (ISAS), it is the big-

gest collaboration ever, says project manager 

Tadayuki Takahashi in Tokyo. The spacecraft 

is packed with six cutting-edge telescopes 

and instruments to catch and analyze soft 

x-rays, hard x-rays, and gamma rays. 

Scientists are most excited about the mis-

sion’s soft x-ray spectrometer (SXS)—a kind 

of instrument that was also aboard JAXA’s 

two earlier, ill-fated x-ray observatories. At 

its heart is a calorimeter that determines 

the energy of each incoming x-ray photon by 

measuring how it raises the temperature of 

an absorbing material. This technique gives 

SXS 30 times the resolution of previous 

detectors, Takahashi says. The calorimeter 

must be kept at just 0.05° above absolute 

zero, which requires a sophisticated cooling 

system. But its dramatically better resolu-

tion, particularly at high energies, will be 

“transformational,” Fabian says, illuminat-

ing details in celestial objects only hinted at 

by current detectors.

One observational target is the gas cap-

tured within galaxy clusters. “Most of the 

gas in the universe is not formed into stars. 

It lies between galaxies and is difficult to 

see,” Fabian explains. The gravitational pull 

of galaxy clusters squeezes the gas and heats 

it to temperatures of millions of degrees, 

causing it to emit x-rays. By observing the 

gas in exquisite detail, ASTRO-H’s SXS will 

reveal the chemical elements it contains 

and trace its violent movement within the 

cluster. Such data, Fabian says, should pro-

vide insights into how the universe gradu-

ally built up its chemical element inventory 

and what role interstellar gases play in star 

and galaxy formation.

Takahashi is particularly looking forward 

to training ASTRO-H’s scopes on active ga-

lactic nuclei (AGNs), fountains of energy 

powered by the supermassive black holes 

in the hearts of distant galaxies. He says 

Suzaku and XMM-Newton have glimpsed 

evidence of ultrafast outflows of gas from 

AGNs. ASTRO-H promises to bring their 

blurred pictures into focus, providing details 

on the outflow velocity and dynamics. Study-

ing these winds might help unravel why “the 

mass of a galaxy is found to be closely cor-

related with the mass of the central super-

massive black hole,” says Ken Pounds, an 

astrophysicist at University of Leicester in 

the United Kingdom.

The mission could also clear up an on-

going controversy about mysterious emis-

sions at 3.55 kilo-electron volts that x-ray 

satellites have spotted emanating from An-

dromeda and other galaxies. The radiation 

could be due to dark matter particles an-

nihilating one another, but there are other 

possibilities. Masahiro Takada, a cosmolo-

gist at the University of Tokyo’s Kavli Insti-

tute for the Physics and Mathematics of the 

Universe, says that if swirling gases are pro-

ducing the emissions, there would be a rota-

tional motion signature; a signal from dark 

matter annihilation would not have any ro-

tational component. ASTRO-H’s resolution 

“allows us to make a direct test of the dark 

matter signal hypothesis,” Takada says.

“There’s just a zillion other things,” on the 

ASTRO-H agenda, Fabian says. But scientists 

involved say the most important findings 

may come as complete surprises. “We have 

many good reasons why we need ASTRO-H, 

but my hope is that we can find something 

new that nobody expects,” Takahashi says. ■

SPACE SCIENCE 

Japanese satellite targets the x-ray universe
Galaxy cluster gases, active galactic nuclei, and supernova remnants on ASTRO-H agenda

ASTRO-H will peer into ultrafast outflows 

of gas (gray in this artist’s concept) from 

supermassive black holes in active galaxies.
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By Jocelyn Kaiser

T
he biotech company Amgen and 

prominent biochemist Bruce Alberts 

have created a new online journal 

that aims to lift the curtain on often-

hidden results in bio medicine: failed 

efforts to confirm other groups’ 

published papers. Amgen is seeding the 

publication with reports on its own futile 

attempts to replicate three studies in dia-

betes and neurodegenerative disease and 

hopes other companies will follow suit.

The contradictory results—along with 

successful confirmations—will be pub-

lished by F1000Research, an open-access, 

online-only publisher. Its new Preclinical 

Reproducibility and Robustness channel, 

launched on 4 February, will allow both 

companies and academic scientists to share 

their replications so that others will be less 

likely to waste time following up on flawed 

findings, says Sasha Kamb, senior vice 

president for research at Amgen in Thou-

sand Oaks, California. The aim is “to help 

improve the self-correcting nature of sci-

ence to benefit society as a whole, including 

those of us trying to create new medicines.”

Alberts, a former Science editor-in-chief 

and National Academy of Sciences presi-

dent who is at the University of California, 

San Francisco, says the journal will be a 

place for data that other journals often 

aren’t interested in publishing because 

replication efforts lack novelty. “The whole 

idea is to lower the energy barrier for peo-

ple doing this,” Alberts says.

A growing number of retractions—a few 

linked to fraud—have helped stir concerns 

about irreproducible results. Amgen itself 

raised the alarm 4 years ago when one of 

its scientists, who had recently left the 

firm, co-authored a commentary in Nature 

announcing that Amgen researchers could 

replicate just six of 53 landmark cancer 

biology studies. Bayer had published a 

similar analysis a few months earlier. The 

Amgen report drew criticism, however, 

because the company did not release any 

data or even reveal which studies it ex-

amined. (The former Amgen scientist, C. 

Glenn Begley, said one reason was confi-

dentiality agreements with some of the 

original authors.)

The new channel, in contrast, will pub-

lish both methods and data from the rep-

lication attempts. “I do think it’s proper 

to show data and let people decide for 

themselves, and that’s the plan here,” says 

Kamb, who joined forces with Alberts after 

they attended a retreat on integrity in sci-

ence early last year. 

Putting the contradictory data out in 

the open will “force the original authors 

to clarify [the discrepancies],” Alberts says. 

“Maybe it was  correct, but the original 

description of what they did was flawed.” 

Publishing the data will also give the repli-

cators credit for the time they’ve spent, he 

and Kamb say.

Amgen chose the three papers initially 

highlighted on the site not because they 

were particularly noteworthy, but because 

the company’s scientists were ready to write 

them up, Kamb says. In one study, Amgen 

was not able to confirm a 2012 report in Sci-

ence that a cancer drug, bexarotene, could 

clear β-amyloid plaques and reverse cogni-

tive problems associated with Alzheimer’s 

disease in mice. Four other groups had al-

ready questioned the findings in technical 

comments in Science. But Kamb says Am-

gen’s contribution, which uses a different 

tool molecule to test bexarotene’s purported 

mechanism, adds “another very large brick.”

Amgen also reports that it failed to con-

firm a 2010 Nature study finding that block-

ing an enzyme called Usp14 helped cells 

degrade toxic proteins involved in Alzheim-

er’s and amyotrophic lateral sclerosis. The 

Amgen work “raises questions about the 

utility of Usp14 as a therapeutic target for 

neurodegenerative disease,” Kamb says. In 

their third paper, Amgen scientists report 

that a genetic flaw in a commercially avail-

able mouse model that lacks the gene for 

the protein Gpr21 led both an earlier Amgen 

team and an academic lab to erroneously re-

port that Gpr21 influences body weight and 

glucose metabolism. (Amgen gave reporters 

summaries of the three studies on the con-

dition that they not contact the original au-

thors until after the new channel launched.)

Like other F1000Research “channels,” the 

new journal will first post the raw manu-

scripts, then invite peer reviews that will 

be added with the reviewers’ names. F1000-

Research charges author fees of $150–$1000 

per paper depending on length. If the pa-

pers are accepted after peer review, they will 

be indexed in PubMed and “become part of 

the record,” Alberts says. 

The project joins other efforts to pro-

mote reproducibility. The nonprofit Center 

for Open Science headed by psychologist 

Brian Nosek of the University of Virginia 

in Charlottesville is working with contract 

labs to replicate experiments from up to 

50 high-impact papers in cancer biology. 

The project contacts the papers’ original 

authors for input on protocols and will 

also invite them to peer review the results 

before they are published in the open-

access journal eLife. Such consultation has 

“social and cultural value,” Nosek says, but 

he doesn’t see it as a requirement and sup-

ports the new channel.

National Institutes of Health (NIH), 

Deputy Director Lawrence Tabak in 

Bethesda, Maryland, says NIH is also 

“supportive of” the new channel and is 

“encouraged by Amgen’s leadership role.” 

Microbiologist Arturo Casadevall of Johns 

Hopkins University in Baltimore, Mary-

land, is a fan as well, but he cautions that 

a failed confirmation doesn’t always mean 

the original findings were incorrect. Ide-

ally the original authors will “try to under-

stand the variables” that led to different 

conclusions, he says. ■

BIOMEDICAL RESEARCH

Calling all failed replication experiments 
New journal will publish methods, data, and results
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“I do think it’s proper to
show data and let people 

decide for themselves, 
and that’s the plan here.”

Sasha Kamb, Amgen
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I
n 2005, mathematician Ben Mann was 

pondering the fundamentals of life. 

Physical scientists had a bevy of funda-

mental equations that explained how 

the world worked. Biologists had noth-

ing of the sort. What would happen, 

Mann wondered, if some of the best 

minds in math and biology were chal-

lenged to find such laws?

It wasn’t an idle question. Mann was a 

new program manager at the Defense Ad-

vanced Research Projects Agency (DARPA) 

in Arlington, Virginia, an arm of the U.S. 

military renowned for pursuing seemingly 

wild ideas. Unlike at most other research 

agencies, where starting something new can 

require overcoming major bureaucratic hur-

dles, the only person Mann had to persuade 

FEATURES

at DARPA before launching his quest for fun-

damental laws of biology—dubbed FunBio—

was then–DARPA Director Tony Tether.

To Mann’s delight, Tether quickly said yes. 

“Biology seemed to me just one accidental 

discovery after another,” recalls Tether, an 

Mathematician Benjamin Mann, at home in Austin, 

was at DARPA from 2004 to 2010.

By Jeffrey Mervis

The stellar reputation of this small but mighty defense agency 
rests on the unparalleled clout of its program managers

WHAT MAKES DARPA TICK?
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electrical engineer with deep roots in the 

defense community. “Ben thought he could 

make some headway.”

Founded in 1958 in the aftermath of 

Sputnik, DARPA’s job is to make sure the 

U.S. military holds a technological edge over 

its enemies. Over the decades since, it has 

earned a reputation for using out-of-the-box 

thinking to solve what defense officials like 

to call “DARPA-hard” problems. “The public 

gives DARPA $3 billion a year, in round num-

bers, and every decade out pops an Internet, 

or synthetic biology, or carbon nanotubes, or 

another significant technology,” says Zach 

Lemnios, the Pentagon’s chief technology of-

ficer during the first Obama administration.

Lemnios also could have mentioned 

DARPA’s role in inventing stealth aircraft, 

pilotless drones, and laser-guided weapons, 

and nurturing the materials science and 

computer science communities. Its successes 

have inspired lawmakers to create a spate 

of imitators that try to duplicate DARPA’s 

free-wheeling approach, including the Intel-

ligence Advanced Research Projects Activity 

(IARPA) and the Advanced Research Proj-

ects Agency-Energy (ARPA-E).

Such efforts inevitably raise a core ques-

tion: What makes DARPA tick? The answer, 

say dozens of people who have worked for 

or with DARPA, is its cadre of program 

managers—people like Ben Mann—who 

enjoy a combination of autonomy, au-

thority, and ample resources that is rare 

in government. 

DARPA’s roughly 100 program manag-

ers are the agency’s “secret sauce,” says 

Lemnios, who now heads global research 

at IBM in Yorktown Heights, New York. 

They largely decide which projects DARPA 

tackles, says Craig Fields, who spent 

15 years at the agency before becoming its di-

rector in 1989. “Is there a program manager 

around who wants to do it?” Fields says. “If 

not, it’s not going to happen.”

Mann, who will be 68 in April, says his 

6-year stay at DARPA “was the most intellec-

tually romantic period of my life. I felt that 

Daddy had given me the keys to the car to 

work in the best interests of the country.”

HOW MANN got his hands on those keys, 

and the way he drove the car, says a lot 

about how DARPA operates. After earning 

his Ph.D. from Stanford University in Palo 

Alto, California, in 1975, Mann spent the next 

quarter-century as an academic, with stops 

at Harvard University; Clarkson University 

in Potsdam, New York; and the University of 

New Mexico, Albuquerque. Twice he earned 

tenure. But job security didn’t keep him 

rooted. “I have the patience of an unstable 

subatomic particle,” Mann says.

His research specialty also contributed 

to his restlessness. “I’m an algebraic topo-

logist, a field that was booming in the 

1920s and 1930s,” he explains. “But by the 

time I got into it, it had become very tech-

nical. It’s like 10-meter Olympic diving, 

where you get points for style and degrees 

of difficulty.” Reviewers also penalized re-

searchers who struck out in a new direc-

tion, Mann notes, damning them with such 

comments as “it’s not nearly as elegant as 

what you had been doing.”

That conservatism prompted Mann to 

look outside academia, and in 1999 he joined 

the National Science Foundation (NSF) as a 

program manager in its mathematics divi-

sion. But the September 2001 terrorist at-

tacks prompted another re-evaluation. He 

felt the surprise attacks had demonstrated 

that government officials “were looking at 

data the wrong way” and that his field could 

help them see things more clearly.

Personal factors were also at play. “My fa-

ther was a World War II veteran and he was 

very upset by 9/11,” Mann recounts. “After he 

passed away in 2002, I felt I wanted to do 

something about it.”

Mann’s first step on the road to DARPA 

was helping run a joint, NSF-DARPA re-

search program that used geometrically 

inspired algorithms to better describe 

complex 3D images. Ultimately, Mann’s 

counter part at DARPA, mathematician 

Douglas Cochran, ended up recruiting him 

to the agency. Cochran had come to DARPA 

in 2000, on leave from Arizona State Uni-

versity, Tempe. Term limits are standard at 

DARPA, and on Cochran’s first day, his boss 

had told him to put finding a successor at 

the top of his to-do list.

When Cochran met Mann a few years 

later, he decided he’d make an ideal DARPA 

program manager. Mann “has tons of energy 

and interests, he’s very creative, and he’s ob-

sessive to the point of being compulsive in 

trying to figure out how all the pieces fit to-

gether,” Cochran says. 

After Cochran made his pitch, Mann 

didn’t hesitate. “They say you go to DARPA 

if you have something you absolutely have to 

do, and you can’t get it done anywhere else,” 

Mann says. “My raison d’être was to take 

math that other people thought was totally 

useless and show that it was applicable to 

the military.”

MANN ARRIVED at DARPA in June 2004 

on a 2-year appointment with an option 

for renewal, like most program managers 

at the $2.9 billion agency. That heavy reli-

ance on temporary employees stands out 

among government agencies. The biggest 

U.S. research funder, the National Insti-

tutes of Health (NIH), has career employees 

managing its $31 billion budget. At NSF, 

visiting scientists play an essential role in 

managing the agency’s $7.3 billion research 

portfolio, but just one-third of its roughly 

500 program officers are “rotators.”

DARPA officials believe that short stints 

keep the pressure on program managers to 

get things done. “My badge had an expira-

tion date,” Mann says, “and I felt the clock 

DARPA developed the technology behind the F-117A, the first in a series of stealth aircraft that have 

revolutionized aerial warfare.
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was always ticking.” But there are down-

sides to DARPA’s approach.

The agency loses up to a quarter of its 

front-line staff every year. A lack of insti-

tutional memory can result in duplicative 

efforts. And because staff “are generally 

recruited by existing program managers” 

or identified by a previous program man-

ager, Cochran says, DARPA runs the risk of 

becoming something of an old boys’ club. 

“Someone … brings in a friend, who brings 

in two friends, and pretty soon you have a 

self-perpetuating circle,” he notes. 

That process might contribute to the ex-

treme gender imbalance among DARPA 

program managers, who are 95% men, ac-

cording to a recent roster. The agency’s 

current upper management—including 

the heads of the agency’s six top-level of-

fices and their deputies—is slightly less 

skewed, with 10 men and four women. And 

the two directors appointed by the Obama 

administration—Regina Dugan in 2009 and 

Arati Prabhakar in 2012—are the only women 

to lead the agency in its 68-year history. (A 

quarter-century earlier, Prabhakar was also 

the first woman to manage one of DARPA’s 

top-level offices, in microelectronics.) 

Inbreeding can also affect DARPA’s re-

search agenda, Cochran says, when new pro-

gram managers tap into the same network 

of researchers as their predecessors. “It’s 

possible for program managers to rotate,” he 

says, “but for DARPA to [continue funding] 

the usual suspects.”

The easiest way to freshen DARPA’s 

talent pool is to head off in a new direc-

tion. And DARPA’s culture made it much 

easier for Mann to plow new ground than it 

was at NSF.

For starters, NSF program managers 

rarely get the chance to jump-start a new re-

search program; most of the agency’s budget 

is already committed to ongoing projects. 

In addition, NSF’s mission is to support 

entire disciplines, so program officers can’t 

place too many of their chips on one bet. 

In contrast, DARPA encourages its manag-

ers to take informed risks. “If I had brought 

my NSF mentality to DARPA, I would have 

failed,” Mann says.

Mann’s place within DARPA’s relatively flat 

bureaucratic structure also encouraged cre-

ativity. He worked for the Defense Sciences 

Office, often called “DARPA’s DARPA” be-

cause it has the broadest remit, and many of 

its projects start out as blue-sky adventures. 

(Three other offices are charged with devel-

oping technologies in specific areas, such as 

computing or biology, and two work with the 

military to adopt those technologies.) 

Nor did Mann have to worry that a good 

idea would struggle for funding. Whereas 

many government research heads fret about 

budgets that don’t at least keep pace with 

inflation, past DARPA directors are sur-

prisingly blasé about the agency’s finances. 

“I never really felt constrained by money,” 

Tether says. “I was more constrained by 

ideas.” In fact, aerospace engineer Verne 

(Larry) Lynn, DARPA’s director from 1995 to 

1998, says he successfully lobbied Congress 

to shrink his budget after the Clinton ad-

ministration had boosted it to “dangerous 

levels” to finance a short-lived technology re-

investment program. “When an organization 

becomes bigger, it becomes more bureau-

cratic,” Lynn told an interviewer in 2006.

Mann’s first proposal was to explore a field 

known as topological data analysis (TDA). 

Topology is the study of shapes; TDA rests on 

the idea that data have shape, and that their 

shape can reveal information that could not 

be gleaned with traditional analyses.

Mann’s interest in TDA dated from his 

graduate years at Stanford under James 

Milgram. He had befriended another of 

Milgram’s students, Gunnar Carlsson, who 

went on to develop TDA. Mann believed 

the field was ripe for a harvest, and it 

meshed with his post-9/11 urge to improve 

the govern ment’s capacity to analyze data. 

Mann knew his TDA proposal wouldn’t 

be scrutinized and scored by peer-review 

panels, as it might at NSF or NIH. Nor 

would the final decision be made by con-

sensus. Once his idea passed muster with 

his office head, its next—and final—stop 

was the DARPA director.

“We don’t have a voting process,” 

Prabhakar explains. “Voting is really good 

to reduce risk. But I actually want us to ex-

pose ourselves to risk, because that’s how 

you get impact.”

Once TDA was approved, Mann was free 

to exploit another notable DARPA feature: a 

program manager’s near-absolute power to 

assemble a research team. Agency veterans 

say the prospect of becoming a funding czar 

is a powerful recruiting tool. In 1988, applied 

physicist Jane (Xan) Alexander was contem-

plating an academic career when she was 

recruited by Prabhakar. “She told me: ‘You 

don’t want to go to a university, where you’ll 

have graduate students working for you. If 

you come to DARPA, you’ll have professors 

working for you,’” recalls Alexander, who 

stayed 14 years and eventually became the 

agency’s deputy director.

To lead the TDA project, Mann tapped 

Carlsson, who had returned to Stanford in 

1991. Within 6 months, Carlsson’s team pro-

duced an eye-catching success, discovering 

patterns in a data set that nobody had seen 

before. “That was a really big deal,” Mann 

explains. “It showed that the method was 

clearly applicable to use on many other mas-

sive data sets.”

The result convinced Tether to fund TDA 

for a full 5 years. It also made it much easier 

for Mann to sell his next project: FunBio.

AT FIRST GLANCE, FunBio might seem to 

have little to do with improving the efficacy 

of the U.S. military. But Mann hoped that 

discovering fundamental laws of bio logy 

might eventually help the military safe-

guard the health of its troops. And, more 

broadly, FunBio reflected DARPA’s long-

standing interest in basic research that has 

Two different ways to fund research
Although Defense Advanced Research Projects Agency (DARPA) program managers typically are on board for 

only a few years, they enjoy a degree of autonomy, flexibility, and authority unique among their colleagues at 

U.S. research agencies. Here’s how DARPA’s grantsmaking process generally differs from that at the National 

Science Foundation (NSF), which also relies heavily on short-termers to manage its research portfolio.

DARPA NSF

How much money is 

available?

Open-ended, but enough to complete 

the project

Fixed program budget

Who comes up with 

the idea?

Program managers must create and 

sell their projects.

Program officers inherit activities but 

can propose new initiatives.

Who can apply? Program managers reach out to 

potential applicants, shape teams.

Most proposals come in over the 

transom on regular cycles.

How are proposals 

reviewed?

Program managers judge quality. Panels assign scores based on 

scientific merit and broader impacts 

of proposed research.

Who makes the call? Program managers pick winners with 

a firm goal in mind.

Top-ranked proposals usually get 

funded, but external factors also play 

a role. Scientific merit drives process.

How is the grant 

managed?

Program managers stay in close 

touch, enforcing milestones and mak-

ing changes as needed.

Grantees have free rein to follow 

the science.
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no obvious immediate application, but the 

tantalizing prospect of an enormous payoff 

down the road. 

To be sure, DARPA’s spending on basic 

research—known as 6.1 funding, after its 

line number in the Pentagon’s budget—

is small compared with its spending on 

more applied research (6.2) and tech nology 

development (6.3). In 2015, DARPA spent 

just 12% of its budget—or about $350 mil-

lion—on basic research. Typical projects 

total just a few million or tens of millions 

of dollars spread over up to 5 years. Yet 

DARPA’s 6.1 investments can be a boon 

to a field. For example, Cochran says that 

a DARPA program to explore concepts in 

fundamental mathematics that he began—

and Mann inherited—was at the time the 

government’s largest single investment in 

pure mathematics. 

It’s not just the money that appeals to 

some grantees. There’s also the lure of tak-

ing a gamble. Tim Buchman, director of 

the critical care center at Emory Univer-

sity’s medical school in Atlanta, had two 

reactions in early 2005 when Mann invited 

him, out of the blue, to join FunBio: “That’s 

a crazy idea,” he said. “Count me in.”

For his part, Tether would sometimes re-

mind Mann that he had high hopes for Fun-

Bio. “You’d better come back with F=ma,” 

Tether would growl, referring to Newton’s 

second law of motion. 

DESPITE ITS REPUTATION as a wild-idea 

factory, DARPA will ultimately be judged 

on its contribution to U.S. military supe-

riority. But the best way to measure the 

agency’s success or failure is the subject of 

perennial debate.

One challenge for DARPA is that it 

doesn’t make new weapons and tech-

nologies. Instead, Alexander says, “it takes 

on the risky thing, and makes it real enough 

that the next guy will invest in it.” That next 

guy may be a branch of the military, which 

then awards a contract to manufacture the 

weapon. Or a company may decide to incor-

porate the technology into a product for the 

commercial and/or military sector.

A study of 10 recent DARPA advanced 

technology projects by the Government 

Accountability Office (GAO), the watchdog 

arm of Congress, has added fuel to the de-

bate. Five projects made a successful “tran-

sition” to military or commercial use, the 

December 2015 report concluded, including 

efforts to create new ship coatings to resist 

biofouling and to build an advanced radio 

system for the military.

GAO didn’t address whether that 50% 

success rate was good or bad. But it did 

find that a technology was more likely to be 

adopted if the military or the commercial 

sector had asked for it. And it said DARPA 

is doing an “inadequate” job of preparing 

program managers for the task of finding 

users for their products.

Pentagon officials took exception to that 

finding, which included a recommenda-

tion for additional training in making such 

transitions. The “relatively short tenure” of 

program managers doesn’t allow for such 

training, they wrote in a response.

Former DARPA officials say GAO’s met-

rics ignore how new techologies are devel-

oped. “You tie DARPA’s hands if you say 

that it’s never allowed to do a 6.3 program 

unless the services [have] already signed 

up,” Alexander says, echoing the views of 

several past DARPA directors. “You’d never 

have had drones. The point is to develop a 

technology that will be a serious disruption 

to the status quo.”

Mann applied his own metrics for mea-

suring the success of his programs. (There 

were ultimately seven, all in basic research.) 

“My ideal program would run for 3 to 

4 years, take the technical excuses off the 

table, and create a community of users, be 

it in [the military], academia, or industry, 

[and] preferably all three,” he says. “I think 

most of my programs did that.”

The TDA program, for example, ulti-

mately spawned research groups at several 

research universities. It also paved the way 

for Ayasdi, a software firm that Carlsson 

and a former student founded in 2008 to 

help scientists make better use of mas-

sive data sets. The startup, based in Menlo 

Park, California, has grown to more than 

100 employees, and last fall Carlsson re-

tired from Stanford to spend full time at 

the company. DARPA considers Ayasdi such 

a success story that it invited Carlsson to 

give the kickoff talk at a 3-day conference 

held last fall to show off its programs and 

attract new researchers into the fold. 

FunBio hasn’t generated a commercial 

success like Ayasdi. But 2 years into the proj-

ect, theoretical physicist Michael Deem of 

Rice University in Houston, Texas, did come 

up with a new way of describing a dynamical 

biological system. Deem found that environ-

mental forces can induce a change in “modu-

larity,” which measures how a large system is 

built from well-defined pieces.

Deem then joined forces with Buchman 

to test whether this discovery might have 

clinical applications. In one NIH-funded 

study, they applied the model to predicting 

how cardiac patients on respirators would 

respond if asked to breathe on their own. 

The goal, the researchers explained in a 

2013 paper, is to develop automated inter-

ventions that could save the life of an “off-

trajectory” patient by anticipating “what 

will happen five minutes from right now.” 

That goal may never be reached, 

Buchman concedes. “It’s a big stretch to go 

from finding a fundamental law to asking 

if it’s safe to do something at the bedside, 

without having a human being actually 

think about it first,” he says. But Simon 

Levin, an evolutionary biologist at Prince-

ton University and principal investigator 

on the FunBio project, says that it has made 

a significant impact on the rapidly growing 

field of complex systems biology.

“Ben’s approach allowed us to do science 

that both explored really novel areas and 

also exploited that knowledge to tackle spe-

cific problems,” Levin says. “NSF or NIH 

grants don’t usually let you do both things.”

CRITICS OF DARPA say its top-down, go-

for-broke culture can give short shrift to 

the ethical and moral implications of the 

agency’s research. DARPA’s role in develop-

ing the chemical defoliant Agent Orange 

during the Vietnam War is one glaring ex-

ample, they say. A more recent instance is 

Total Information Awareness, a program 

launched after the 9/11 attacks to analyze 

communications among millions of Ameri-

cans; it was quickly shut down following a 

public outcry. And a recent book billed as 

“an uncensored history” of the agency sug-

gests that DARPA’s sizable investments in 

improving the interface between humans 

and computers for prosthetic and robotic 

devices are really intended to create super-

soldiers and mind-control systems—a sug-

gestion DARPA officials reject.

The agency’s relative autonomy has also 

allowed it to promote research far outside 

the scientific mainstream. Tether, for ex-

ample, admits to a fondness for sono fusion, 

a controversial scheme for harnessing 

cavitating bubbles to spark nuclear fu-

sion. Under his 8-year watch, DARPA spent 

millions of dollars annually on a sono-

fusion program based on little more than 

Tether’s conviction that “there was some-

thing there.” He admits that “I kept it 

under the radar.”

Even a theoretical mathematician like 

Mann has been criticized for overreach-

ing. At a 2007 DARPA conference, Mann 

laid out “23 challenges” in mathematics—a 

tribute to a list of 23 problems that math-

“Is there a program manager 
around who wants to do
it? If not, it’s not going 
to happen.”
Craig Fields, former DARPA director
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ematics legend David Hilbert presented at 

The Inter national Congress of Mathemati-

cians in Paris in 1900, which heavily influ-

enced the field for the next century. Some 

researchers accused Mann of hubris, and 

others saw a veiled attempt to get math-

ematicians to do the military’s bidding. 

Looking back, Mann acknowledges that 

the idea “might have offended some math-

ematicians.” His goal, he says, was simply 

to tell the community “what I wanted to 

see happen if I was going to stay [at DARPA 

for] another 5 years.”

That didn’t come to pass. Mann left 

DARPA in 2010 after Dugan became the 

first DARPA director chosen by the Obama 

administration. “I had too much of Tony 

[Tether]’s DNA on me, and Regina pulled 

the plug on everything I was doing,” he 

says. “But that’s OK. I don’t blame her for 

wanting to do something different.”

Mann became a vice president at Ayasdi, 

where he stayed for 5 years before resigning 

last summer. Now living in Austin, he con-

sults for DARPA and other clients.

Some talented scientists and engineers 

may be uncomfortable with having their 

discoveries used in waging war, Mann ad-

mits. Still, the agency’s unique approach to 

research, and its unusual way of deploying 

program managers, has made it an impor-

tant part of the U.S. scientific landscape. 

“It woke up my thinking, like Rip van 

Winkle,” Mann says. “DARPA at its worst is 

catastrophic. But DARPA at its best, there’s 

nothing like it.” ■

A
fter the Cold War ended, U.S. 

military leaders began to worry 

that rogue states might wage 

bio terrorism attacks on both U.S. 

soldiers and civilian populations. 

That new threat exposed a significant 

hole in the Defense Advanced Research 

Projects Agency’s (DARPA’s) portfolio: 

the life sciences.

Remarkably, the agency didn’t hire its 

first biologist until 1990. But over the 

next quarter-century it made up for lost 

time, and in June 2014 DARPA put the life 

sciences on an equal footing with other 

disciplines by creating the Biological 

Technologies Office (BTO). 

Arriving late has allowed DARPA to 

take advantage of the stunning advances 

in biology over the past 50 years without 

losing sight of its unique mission. “We’re 

not in the business of dealing with all 

of human health,” says DARPA Director 

Arati Prabhakar in Arlington, Virginia. 

“We’re going to look for specific opportu-

nities that connect to national security.”

There is no shortage of targets. “One 

area is about restoring brains and bodies, 

because that’s part of what our war-

fighters deserve,” she explains. The havoc 

wrought by improvised explosive devices 

in Iraq and Afghanistan, for example, 

has led to a program on revolutionizing 

prosthetics that has attracted widespread 

media coverage. Similarly, concerns about 

bioterrorism spawned major initiatives 

for detecting and diagnosing poten-

tially lethal agents as well as developing 

medical countermeasures, including new 

vaccines and therapeutics. A third area 

is synthetic biology, in which biology 

becomes a platform upon which to build 

new molecules and materials.

Those challenges, Prabhakar says, 

have forced the agency to rethink its 

traditional approach to developing new 

technologies. “When we engineers think 

about building a system, we think about 

sensors that interact with the physical 

world, about hardware and software,” she 

explains. “And if we’re really smart we 

think about the human being in the loop. 

Right now we don’t design with biology 

in mind. But imagine if biology were part 

of the design palette in the same way that 

mechanical and electronic and informa-

tion technologies are now.”

Although the BTO staff is just one-

third the size of the microelectronics 

and the computing/information sciences 

offices, that’s a major step up for the 

field from when aerospace engineer 

Verne (Larry) Lynn became director in 

1995. “We had just a little bit of biology 

knowledge, enough to be dangerous but 

not enough to do much,” Lynn recalled 

in a 2006 interview.

That changed in a hurry. Biology 

became a major focus during Lynn’s 

2.5-year tenure, and the agency’s annual 

investment in biodefense skyrocketed, 

from $20 million to $180 million.

The rapid scale-up also required 

senior managers to run programs well 

outside their areas of expertise. “The 

office head was a chemist, and I was a 

physicist by training,” recalls Jane (Xan) 

Alexander, then–deputy director of the 

Defense Sciences Office, which housed the 

agency’s fledgling biodefense programs. 

“We both had strong backgrounds in 

materials and electronics. So we ended up 

flipping a coin to see who would handle 

biology. And I spent a long time getting 

up to speed.” A quarter-century later, the 

existence of BTO suggests that’s not a 

problem anymore. ■

Biology came late, and arrived with a bang

Hazmat firefighters in Las Vegas, Nevada, train for the possibility of bioterrorism, a threat that required 

DARPA to beef up its scant expertise in the life sciences.

By Jeffrey Mervis
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ECOLOGY

The mite that jumped, the bee 
that traveled, the disease that followed
Global expansion and trade contributed to the declining health of honeybees

By Ethel M. Villalobos

E
uropean honeybees are among the 

best-studied and most widely rec-

ognized insect species in the world. 

Originally kept for honey production, 

they have become the flagship spe-

cies for pollination and large-scale 

agriculture. Since large colony losses were 

reported across the United States in 2006, 

researchers have investigated the myriad 

factors that contribute to the decline in 

honeybee populations. In particular, the 

aptly named Varroa destructor mite (see 

the photo) and the deformed wing virus 

(DWV) have been clearly linked to colony 

collapse (1). On page 594 of this issue, Wil-

fert et al. use a phylogeographic analysis 

to examine the evolutionary origin and 

mechanisms for the global spread of the 

DWV (2).

Based on molecular data from 17 coun-

tries and 32 geographical regions, the au-

thors confirm that DWV is an endemic 

No larger than a pinhead in size, a 

female V. destructor uses a worker 

bee as transport and food source.
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pathogen of the European honeybee, Apis 

mellifera (see the figure). Thus, the recent 

honeybee decline associated with DWV 

constitutes the reemergence of a previ-

ously existing disease of A. mellifera. This 

reemergence was facilitated by the spread 

of the new vector V. destructor and by hu-

man transport of honeybee colonies from 

Europe and North America to other geo-

graphical regions.

The DWV epidemic is part of a global 

trend of disease reemergence affecting a 

diverse range of organisms. In the past 20 

years, an increase in viral diseases of veg-

etable crops has greatly affected productiv-

ity worldwide. This change was driven by 

the spread of an insect vector, the white-

fly, Bemisia tabaci, and the human trans-

port of infected plants (3). In the case of 

the European honeybee and V. destructor, 

natural genetic variation in the brood para-

site Varroa jacobsoni facilitated its jump 

from the Asian honeybee (Apis cerana) to 

the European honeybee (A. mellifera). Two 

haplotypes derived from V. jacobsoni have 

adapted to reproduction on A. mellifera; 

both of these haplotypes are now grouped 

under V. destructor (4). This novel vector-

host relationship was mediated by human 

introduction of European honeybees to 

central and southeastern Asia, bringing 

these two closely related bee species (5) 

into contact.

Martin et al. (1) have shown that the 

arrival of V. destructor on previously var-

roa-free islands in Hawaii led to a rapid 

reduction in DWV strain diversity, coupled 

with a dramatic increase in virulence. Wil-

fert et al. (2) now track the historical global 

movements of DWV and show that in the 

recent past, the virus has spread to multi-

ple hosts. Cross-species infections and viral 

reemergence are more likely to occur if the 

virus is a “generalist” that can recognize a 

range of cell receptors and invade a diver-

sity of tissues and hosts (6, 7). According 

to Wilfert et al. (2), three viral fragments 

of the DWV (rdrp, vp3, and lp) show little 

host specificity, a trait that would favor 

global expansion. The data provide solid 

evidence for transmission of DWV from the 

ancestral host, A. mellifera, to V. destruc-

tor, as well as to novel hosts, such as Tro-

pilaelaps clarea (another Asian honeybee 

mite) and bumblebees.

As with the viral-whitefly association (3), 

the role of humans in the global spread of 

the European honeybee, the varroa mite, and 

DWV is undeniable. The first expansion of 

the honeybee’s range began in the early 1600s 

and continued until the late 1800s. Honeybee 

colonies were transported on slow-moving 

cargo ships, packed in iceboxes to simulate 

winter months and slow their metabolism 

(8). The second large wave of expansion oc-

curred in the past 75 years, promoted by the 

development of large-scale modern agricul-

ture (see the figure). Wilfert et al. use 20th-

century samples to reconstruct the origin 

and migration rates of the DWV during this 

second wave and correlate the virus expan-

sion with global patterns of mite distribu-

tion. Europe and North America are clearly 

the main centers for transmission of DWV to 

other areas of the world. Varroa-free areas, 

such as Australia and some islands in Hawaii, 

show weaker migration rates of DWV due to 

geographical isolation, reduced trade, and re-

strictions on the import of live honeybees to 

these regions.

Knowledge of the history and ecology 

of new diseases provides a framework in 

which to understand the origins, effect, and 

possible strategies for pathogen control. 

A. cerana

A. cerana

A. mellifera

A. mellifera

V. destructor

In-hive life cycle of varroa

Bumblebees

Floral resources

Small hive beetle

Parasitic mites of bees,

such as Tropilaelaps

Reported DWV spillover cases

V. jacobsoni

First global expansion of DWV

1600–1800

Second global expansion of DWV

1940–present

Viral spillover of DWV

Changes in DWV 

strains associated 

with V. destructor

DWV associated with 

A. mellifera in the 

absence of varroa

Global spread. As shown by Wilfert et al., factors driving the global reemergence of DWV, an endemic pathogen of the European honeybee, include human-mediated movement of 

managed bees, adaptation of a vector mite to a novel host, and changes in the viral population. The first global movement involved managed bees without the vectoring mite. The 

second, more recent, event occurred after the varroa mite had come into contact with DWV. The increased viral levels and pathogenicity of DWV in the presence of V. destructor 

appear to be linked to a viral spillover to floral resources and a number of arthropod species, including native solitary and social bees. 
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Wilfred et al. provide such a tool by com-

bining molecular data, geography, and a 

time line for the global dispersion of DWV 

and V. destructor. The high levels of DWV 

due to mite-related transmission (9) affect 

not only honeybees, but also possibly other 

insects that may come into contact with the 

virus (10) and food resources they share (10, 

11). DWV has been detected in various in-

sect groups that play dramatically different 

ecological roles, including insect predators 

and scavengers, pollinators, and pest spe-

cies that live inside the colony (10).

The increased prevalence of DWV in in-

fected colonies, combined with the high den-

sity of colonies in certain regions, creates a 

favorable environment for the virus to spread. 

The global snapshot provided by Wilfert et al. 

suggests that certain geographic areas have 

unique ecological conditions that may shed 

light on the evolution of the DWV and the 

host-vector relationship. South America, for 

example, hosts a hybrid of the European 

and the African honeybee, Apis scutellata, 

which shows genetic differences in immune 

responses and a greater tendency to remove 

brood infected by varroa from the hive (5). 

The overlapping ranges of A. mellifera and A. 

cerana in Southeast Asia provide an oppor-

tunity to compare noncoding RNAs that may 

be related to antiviral activity (12).

Finally, three master variants of DWV—

type A, type B, and the newly discovered 

master variant type C—may produce recom-

binants, compete with each other within the 

host colony, and differ in virulence levels 

(7). The few remaining varroa-free refugia 

provide a unique opportunity to study the 

numerous master strains that exist without 

the vector’s input. In-depth studies of virus, 

vector, and host populations in diverse geo-

graphical regions will help to understand 

how viruses spread to new hosts and adapt 

to new environments.        ■
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HEART DISEASE

Throttling back the 
heart’s molecular motor
A small molecule inhibits mutated forms of myosin 
that cause cardiac hypertrophy

By David M. Warshaw

A 
young athlete collapses and dies dur-

ing competition. Autopsy reveals an 

enlarged heart with thickened walls 

in which the cardiac muscle cells are 

in disarray and surrounded by fibrotic 

tissue. Until 1990, the cause of such 

sudden death was unknown. This devastat-

ing condition, called familial hypertrophic 

cardiomyopathy (HCM), was eventually 

linked to a mutation in myosin (1), the heart’s 

molecular motor. Today, more than 300 sepa-

rate HCM-causing mutations have been iden-

tified throughout the myosin molecule. On 

page 617 of this issue, Green et al. (2) describe 

a small molecule that binds to myosin and 

inhibits its activity, delaying the onset and 

progression of the disease in a mouse model. 

The study offers hope that a “simple” remedy 

for HCM may be possible.

Myosin is an adenosine triphosphatase 

(ATPase) enzyme that cyclically interacts 

with cytoskeletal actin fila-

ments to convert chemical 

energy—through its hydroly-

sis of ATP—into force and mo-

tion that powers the heart’s 

pumping action. Muscle cells 

of the heart shorten by the 

sliding of actin filaments past 

myosin filaments in the sarcomere, the cell’s 

smallest contractile unit. Each myosin fila-

ment is composed of ~300 myosin molecular 

motors that generate power through their 

interaction with actin (see the figure). Mu-

tation in the human β-cardiac myosin gene 

(MYH7) results in the amino acid substitu-

tion of arginine at position 403 with gluta-

mine (R403Q) in the molecular motor. With 

50% of R403Q patients dying by age 35 (3), 

understanding the molecular basis of the 

mutation’s primary insult to the myosin mo-

tor’s power-generating capacity has been a 

matter of vigorous debate. 

Initially, it was proposed that a loss in my-

osin power output was the causative factor of 

HCM, and that remodeling of the heart was 

a failed compensatory response (4, 5). To ad-

dress this question, a mouse model of HCM 

was generated in which the animal develops 

a hypertrophied heart and dies suddenly 

when physically challenged—outcomes re-

sulting from a single R403Q allele, as occurs 

in humans (6). Mice homozygous for R403Q 

die within 7 days of birth, emphasizing the 

devastating impact of this mutation (6). 

Analysis of pure mutant α-cardiac myosin 

(which is 92% identical in its wild-type pri-

mary sequence to human β-cardiac myosin) 

isolated from the hearts of these mutant mice 

revealed that the motor protein had twice the 

force- and motion-generating capacity com-

pared to normal myosin (in a simplified in 

vitro model of cardiac contraction), and also 

had equally enhanced ATPase activity (7). 

These characteristics raise the potential for 

excessive ATP utilization and, consequently, 

boost energy demand, which could signal 

hypertrophic remodeling (8). These gains 

of function for the mutant form of myosin 

should not have been surpris-

ing, given that clinical mea-

sures of cardiac performance 

describe the HCM heart as 

hyperdynamic (9). Many of 

the mutations discovered in 

myosin’s motor domain have 

a tendency toward enhanced 

mechanical and/or ATPase capacities (10)—

specifically, the R403Q, R453C, and R719W 

mutations studied by Green et al., in which 

arginine (R) at position 403, 453, and 719 is 

substituted with glutamine (Q), cysteine (C), 

and trypophan (W), respectively. 

In some patients with HCM, surgical thin-

ning of the septal wall between the right and 

left ventricle can reduce the thickened wall’s 

encroachment on the left ventricle’s outflow 

tract (11); for severe cases, cardiac transplan-

tation may be the only option. With 1 in 500 

individuals having HCM, a far less invasive 

intervention is desirable. Green et al. tested 

the hypothesis that if HCM mutations lead 

to enhanced myosin power production, then 

early intervention using small-molecule in-

hibitors of myosin power generation should 

prevent hypertrophy. MyoKardia, a company 

founded by four authors of the Green et al. 

study, developed such a small-molecule in-

“...a ‘simple’ 
remedy for HCM 
may be possible.”
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hibitor (MYK-461). Green et al. observed that 

the small molecule reduced both myosin’s 

power generation, as measured in isolated ro-

dent cardiac muscle fibers, and ATPase rate. 

The authors tested two protocols for adminis-

tering MYK-461 (via drinking water) to HCM 

(i.e., R403Q, R453C, and R719W) mice: at age 

8 to 15 weeks before detectable cardiac hyper-

trophy, myocyte disarray, and fibrosis; and at 

age 30 to 35 weeks, once cardiac remodel-

ing has occurred. Amazingly, early, chronic 

drug administration effectively prevented 

the development of hypertrophy, muscle cell 

disarray, and fibrosis, and diminished both 

hypertrophic and profibrotic gene expres-

sion. However, these dramatic and positive 

effects were seen only with early drug admin-

istration, but not observed in the older HCM 

mice once the pathologic cardiac remodeling 

occurred. Whether the benefits of early inter-

vention last if MYK-461 treatment is halted, 

or instead unleash the hypertrophic program 

has yet to be determined. 

Mutations to virtually every contractile 

protein of the heart can lead to HCM (10); 

most notably, cardiac myosin-binding pro-

tein–C (cMyBP-C), which serves as a “brake” 

to limit myosin power production through its 

interactions with both myosin and actin (12). 

Mutations in cMyBP-C are a leading cause 

of HCM and compromise cMyBP-C braking 

action (13), resulting in increased myosin 

power production. Enhanced cardiac con-

tractility is a recurrent theme (10), suggesting 

that the myocardium is finely tuned to myo-

sin’s normal steady-state stress levels (force/

unit area of muscle). By analogy, placing the 

engine of an Indy race car (i.e., mutant myo-

sin) in a stock car chassis (i.e., the heart’s con-

nective tissue matrix) could lead to internal 

stress and structural damage; for the heart, 

this amounts to inducing cardiac fibrosis and 

muscle cell disarray that are characteristic of 

HCM patients. If enhanced sarcomeric power 

production is the driving signal for cardiac 

hypertrophy, then simply throttling back 

the myosin engine with a small-molecule 

inhibitor may be a generalized approach to 

deal with the vast array of contractile protein 

mutations (e.g. actin, troponin, tropomyosin, 

cMyBP-C).

 Interestingly, mutations in some of the 

same cardiac contractile proteins lead to 

dilated cardiomyopathy (DCM), where thin 

ventricular walls are almost incapable of 

pumping blood. In stark contrast to HCM 

mutations, myosin mutant forms S532P and 

F764L (in which serine at position 532 and 

phenylalanine at position 764 are replaced by 

proline and leucine, respectively) that cause 

DCM have diminished power production and 

ATPase activity (14). Could early intervention 

with small-molecule activators of cardiac 

myosin power production effectively treat ge-

netic DCM? The myosin activator omecamtiv 

mecarbil is now in phase 2 clinical trials for 

treating human heart failure (15). 

Early identification of HCM and DCM 

mutations could rely on family genetic his-

tory or a more ethically challenging agenda 

of genetically screening segments of the 

population. Perhaps genetic cardiomyopa-

thies will be best served by a taking a daily 

pill to suppress the genetic programs that 

may lead to sudden death. Maybe gene 

therapy based on the use of clustered regu-

lar interspaced short palindromic repeats 

(CRISPR) technology will be commonplace 

in the future. Only time will tell, but Green 

et al. suggest that basic science can push 

clinical treatments from managing symp-

toms to correcting a defect.        ■ 
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Targeting myosin. Mutations in myosin that increase power generation lead to hypertrophic cardiomyopathy (HCM). In 

a mouse model of HCM, early intervention with a small-molecule inhibitor of myosin reverses the disease (hypothetical 

patient scenario is shown). Such intervention could simplify treatment and become a generalized approach to control 

many contractile protein mutations that lead to HCM, or the use of myosin activators for dilated cardiomyopathy (DCM). 

DCM is characterized by less power production by myosin, heart muscle atrophy, and heart failure.  
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Myosin generates power that moves actin flaments in the sarcomere, in turn contracting muscle cells. Mutations in 

myosin that increase this capacity cause hypertropic cardiomyopathy (HCM).
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By Christopher Marrows

S
pintronics (1) is one of the most 

commercially successful nanotech-

nologies. The invention of the giant-

magnetoresistance spin valve (2) 

revolutionized the magnetic record-

ing industry, enabling the immensely 

cheap, high-density disk drive storage on 

which the data centers that support our 

insatiable demand for cloud computing, 

social networking, and video sharing tech-

nologies rely. The combination of magnetic 

tunneling junctions (3) and spin-transfer 

torque (STT) (4) has brought about the 

prospect of magnetic random-access mem-

ory (MRAM), written using STT, as a way 

to provide nonvolatile storage that can be 

written and operated using extremely low 

power. Such technologies have just entered 

the marketplace. Even more energy-effi-

cient writing is possible using the recently 

discovered spin-orbit torque (SOT) (5). All 

of these technologies use ferromagnets—

the type of magnetic materials that “stick 

to the fridge” because they possess a mag-

netic moment—to store the data; the di-

rection of that magnetic moment (“north” 

or “south”) represents the 0 or 1 of a digi-

tal bit. In both STT and SOT, the flow of 

a spin-polarized electrical current exerts 

torques on the magnetic moments to affect 

the change in magnetization direction that 

writes this bit. On page 587 of this issue, 

Wadley et al. (6) show that a hitherto exotic 

class of magnetic materials, antiferromag-

nets, are candidates for an entirely new 

type of spintronic memory. 

The antiferromagnets were described by 

Louis Néel, in his 1970 Nobel lecture, as 

being theoretically interesting but techno-

logically useless. This is because the mag-

netic moments on each atomic site, rather 

than all pointing in the same direction as 

in a ferromagnet, alternate in direction. 

This means that antiferromagnetic order 

is difficult to detect externally, as there is 

no net magnetization to measure, and even 

more difficult to manipulate, as there is 

almost no response to the application of 

a magnetic field. Unless one is a connois-

seur, with sophisticated techniques such 

as neutron diffraction at hand, these ma-

terials appear to be nonmagnetic. To date, 

the sole technological application of anti-

ferromagnets has been the stabilization of 

the magnetization in the reference layer of 

spin valves and magnetic tunnel junctions, 

finding a commercial market almost 30 

years after Néel’s lecture. Although there is 

only one way for all the magnetic moments 

to point in the same direction, there is a 

rich variety of interesting ways in which 

spins can alternate in direction on a three-

dimensional crystal lattice.

Wadley et al. have built on the previous 

theoretical insight that some of these ways 

of alternating have a very special property: 

that the flow of an electrical current can 

exert alternating torques on the alternating 

moments, rigidly rotating the whole spin 

structure to alternate along a different di-

rection (7) (see the figure). Having already 

demonstrated the growth of an appropriate 

material (8), CuMnAs, in a thin film suitable 

for fabricating microelectronic devices by 

the usual planar processing methods, and 

knowing that the different directions of the 

alternating moments give rise to slightly 

different electrical resistances (9), the 

stage is set for the breakthrough reported 

here: an antiferromagnetic device into 

which a digital bit can be written and read 

electrically and stored without power, in a 

way that is insensitive to magnetic fields. 

This is what Wadley et al. have now dem-

onstrated. By patterning an eight-armed 

“Union Jack” device from their CuMnAs 

film, they have all the electrical contacts 

needed to rotate the alternating spin struc-

ture in the device back and forth by 90°

into a pair of stable states, and then subse-

quently detect these rotations electrically. 

Furthermore, they have used synchrotron-

based x-ray microscopy to directly visual-

ize the rotations in the magnetic order, 

Stable switching. The flow of an electrical current 

reorients the alternating antiferromagnetic (AF) moments 

to lie across the direction of electron flow. Two different 

states, at right angles to each other, can be used to 

represent the “0” or “1” of a bit of digital data. 
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Addressing an 
antiferromagnetic memory
Antiferromagnets could form a stable and robust 
platform for future spintronic technology

“…data stored in such a 
memory will be stable 
against any attempt 
(planned or accidental) to 
externally wipe it…”
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confirming the nature of the electrical sig-

nals that are read out in their devices. As 

expected, there is almost no sensitivity to 

applied magnetic fields. All this was per-

formed at room temperature. 

This breakthrough reveals fertile ground 

for new spintronics device concepts based 

on antiferromagnets. The lack of magnetic 

moment and concomitant insensitivity 

to fields means that data stored in such a 

memory will be stable against any attempt 

(planned or accidental) to externally wipe 

it with a magnetic field. The devices can 

also be packed arbitrarily densely on a chip 

without fear of their disturbing one anoth-

er’s state. Because antiferromagnets dis-

play resonances in the terahertz frequency 

range, versus gigahertz for ferromagnets, 

they offer the prospect of extremely fast 

operation. 

However, major obstacles to a competi-

tive memory technology remain. The de-

vice presented by Wadley et al. produces a 

very small readout signal, but this problem 

could be ameliorated by using a tunnel-

junction readout technique, where it is al-

ready known that the readout signals can 

be large (10). Such a vertical device geom-

etry could also help to increase memory 

cell density in an array architecture; at the 

moment, the “Union Jack” lateral geometry 

will occupy a prohibitively large footprint. 

Solving these problems will entail some 

interesting device engineering projects. Of 

more fundamental interest is the slow re-

laxation of the antiferromagnetic order into 

its rotated state, which sometimes requires 

many pulses, each of tens of milliseconds, 

to induce the full resistance change. Deter-

mining whether current-driven dynamics 

can truly happen at terahertz frequencies 

remains an outstanding challenge. None-

theless, identifying this promising class of 

antiferromagnets that can display this re-

markable behavior is a breakthrough that 

will be seized upon by many other labora-

tories, not least because these effects are 

predicted in other materials systems (11). 

Given the vast number of antiferromag-

nets, it is unlikely that the optimal material 

has been discovered at this early stage. The 

search is now on to find it.        ■
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By Mingxing Lei,1,2 and 

Cheng-Ming Chuong1,3

M
any tissues turn over during adult 

life, and declines in this process are 

associated with the progression of 

aging. Whether renewal is continual 

(as in the intestinal villi) or episodic 

(as in hair follicles), it is mainly at-

tributed to somatic stem cells. One funda-

mental question is whether a decline of tissue 

renewal reflects the lifelong accumulation of 

external insults or the internal progression of 

a clock within stem cells? On pages 613 and 

575 of this issue, Wang et al. (1) and Matsu-

mura et al. (2), respectively, gain insight into 

this phenomenon by examining hair follicle 

growth and aging. 

Slowing down aging and moving toward 

regenerative medicine 

requires understanding 

fundamental principles 

of tissue renewal. If in-

trinsic changes in stem 

cells play a major role, 

the basis for their use to 

prevent aging weakens. 

If environmental factors 

play a dominant role, re-

building stem cell niches 

or modifying the global 

body environment will 

be important. 

The hair follicle is 

an excellent model for 

studying regeneration 

because the follicle con-

tains stem cells that can 

be activated cyclically, 

reflected in the growing 

(anagen) and resting (telogen) phases of the 

hair cycle (3, 4) (see the second figure). The 

longer the growth phase, the longer the hair. 

Thus, the vitality of stem cells, reflected in 

the duration of the growth phase, is a mea-

surable capacity. Because hair can show dif-

ferent phenotypes in different life stages and 

in different anatomical locations (5), it pro-

vides a highly accessible window to peek into 

the cellular and molecular basis of stem cell 

activity in growth and aging. Indeed, andro-

genetic alopecia (hair loss) is a common sign 

of aging. 

During cyclic quiescence and activation, 

hair follicle stem cells (HFSCs) in resting 

phase constantly “sum up” the input of acti-

vators and inhibitors. When total activators 

become dominant, the follicle enters growth 

phase (4–6). The secreted proteins bone mor-

phogenetic protein (BMP) and Wnt display 

competing inhibitor and activator activities, 

respectively, leading to stem cell quiescence 

(telogen) or entrance into hair growth (ana-

gen). Yet the internal status of stem cells 

determines the response to these external 

factors (7, 8). For example, deletion of DNA 

methyltransferase–1 (DNMT1) from the epi-

dermis (in mice) decreases the probability 

of successful stem cell 

activation in every hair 

cycle, leading t o progres-

sive alopecia (9). This in-

dicates that an intrinsic 

mechanism affecting the 

epigenetic landscape is 

involved in the response 

of HFSCs to external 

factors. As well, tran-

scription factors such as 

LIM homeobox 2 (Lhx2), 

transcription factor 3/4 

(TCF3/4), SRY-box 9 

(Sox9), Tbox 1 (Tbx1), 

and nuclear factor of ac-

tivated T cells, cytoplas-

mic 1 (Nfatc1) are critical 

to HFSC properties, and 

their absence results in 

accelerated entry into 

the hair growth cycle (10). 

In androgenetic alopecia, hair fibers be-

come shorter, thinner, and fewer as thick 

terminal scalp hairs are gradually replaced 

by fine vellus hairs. Yet in the early stages of 

this condition, HFSCs appear generally nor-

mal; a failure in their activation to form hair 

germ cells was the problem (11). Hair germ 

arises from activated HFSCs and migrate out 

of the bulge during early catagen to support 

the generation of a new hair. This suggests 

that the environment affects HFSCs. Such ef-

fects are not limited to the intrafollicle niche 

(the bulge); they also include the extrafollicu-

lar dermal environment and body hormone 

Intrinsic epigenetic status and extrinsic environmental 
factors af ect hair follicle stem cells

1Department of Pathology, Keck School of Medicine, University 
of Southern California, Los Angeles, CA, USA. 2“111” Project 
Laboratory of Biomechanics and Tissue Repair, College of 
Bioengineering, Chongqing University, Chongqing, China. 
3Integrative Stem Cell Center, China Medical University, 
Taichung, Taiwan. E-mail: cmchuong@usc.edu 

STEM CELLS

Aging, alopecia, and stem cells

Hair follicle. The Foxc1 transcription factor 
(magenta) is present in stem cells (green) 
and their niche (white) during self renewal.
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status (12). In aged mice, secreted factors in 

the intradermal adipose tissue that inhibit 

Wnt signaling [e.g., dickkopf wnt signaling 

pathway inhibitor 1 (DKK1) and secreted 

frizzled-related protein 4 (Sfrp4)] are pres-

ent in a wider dermal region and persist for 

long amounts of time, thus blocking activa-

tion of hair growth and decreasing hair re-

generation ability. The aging phenotype of 

the skin of an old mouse was partially res-

cued when transplanted into the dermal en-

vironment of a young mouse (13). Thus, the 

control of hair cycling during aging is likely 

affected by both intrinsic stem cell proper-

ties and extrinsic environmental factors. We 

need to learn more about how these different 

regulatory compartments interact to control 

HFSC activation.

The downstream effectors of dynamic his-

tone modifications during hair cycling are 

considered to be good candidates for driv-

ing epigenetic change. Among these effec-

tors is the transcription factor forkhead box 

C1 (Foxc1) (8). Wang et al. show in mice that 

Foxc1 is expressed dynamically in HFSCs 

during hair cycling (see the first figure). It is 

absent during telogen (when stem cells are 

quiescent) but is expressed throughout the 

entire bulge when the next new hair cycle 

is initiated. Reducing Foxc1 expression in 

the basal hair follicle layer, where stem cells 

are located, resulted in a shortened telogen 

phase and loss of the old hair. Its absence in 

the suprabasal bulge caused a loss of club 

hairs (as new hair is formed, the hair fiber 

from the previous cycle—the club hair—is 

pushed upward in the follicle and eventu-

ally out). These results indicate that Foxc1 

promotes HFSC quiescence and also main-

tains the niche structure. Wang et al. also 

show that genes that maintain HFSC quies-

cence are down-regulated in the HFSCs of 

mice lacking Foxc1. Chromatin immunopre-

cipitation (ChIP) sequencing and assay for 

transposase-accessible chromatin (ATAC) 

sequencing data revealed that several 

genes controlling HFSC quiescence contain 

Foxc1 binding sites in their promoter or en-

hancer regions. Remarkably, these include 

genes encoding Bmp and Nfatc1, factors 

that suppress HFSC activation. The find-

ings push our understanding of hair cycle 

control from the morphogen level to an 

epigenetic level. 

Extracellular matrix is a major compo-

nent of the follicle stem cell niche. Among 

the matrix constituents, type XVII collagen 

is required to maintain both HFSCs and me-

lanocyte stem cells (14). But how is the ho-

meostasis of type XVII collagen regulated? 

Matsumura et al. show that during repeti-

tive hair cycling, HFSCs accumulate DNA 

damage, which leads to proteolysis of type 

XVII collagen. They found that aging dor-

sal skin proceeds in a stepwise manner (in 

the mouse). Gene ontology analyses showed 

that genes involved in the DNA damage 

response are enriched in aged HFSCs, im-

plying the accumulation of DNA damage 

during aging. Aged HFSCs produce ELA2/

neutrophil elastase (ELANE) and other 

proteases that degrade COL17A1, the alpha 

chain constituent of type XVII collagen. 

Without COL17A1, HFSCs lose their self-

renewal property and differentiate into an 

epidermal lineage. Thus, Matsumura et al. 

reveal an explicit mechanism for how aging-

related DNA damage in HFSCs loops back 

to alter the stem cell microenvironment. 

Maintaining COL17A1 in the skin protected 

HFSCs against aging and reduced hair loss 

in mice. The study links DNA damage with 

changes of key extracellular matrix compo-

nents in the stem cell niche, resulting in al-

tered stem cell fate, depletion of stem cell 

numbers, reduction of organ size (miniature 

hairs), and reduced hair numbers. This find-

ing also raises the possibility of rejuvenat-

ing HFSCs, because the microenvironment 

is seemingly easier to modulate than the 

HFSCs themselves.

Tissue regenerative ability after wound-

ing also declines during aging. In large 

wound–induced follicle neogenesis, new fol-

licles form in addition to the regeneration 

of hair from the original follicles. However, 

this ability declines gradually with aging 

(15). Hair regeneration in aging persons is 

hormone-dependent and region-specific. 

Androgens suppress hair growth in the scalp 

but enhance hair growth in beards and eye-

brows (5). The findings of Wang et al. and 

Matsumura et al. should facilitate a mul-

tidimensional understanding of stem cell 

regulation and management during aging. 

It may also provide some hope for restoring 

hair growth in people with alopecia. ■
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Hair growth and aging. Renewal capacity of the hair cycle decreases with aging. Intrinsic and extrinsic factors affect 

hair follicle stem cells. During aging, there is a shift from an activator-dominant to an inhibitor-dominant environment. 
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Nanoparticles meet their sticky ends
Hierarchical DNA structures direct the crystallization of gold nanoparticles

By Andrea R. Tao

T
he first studies showing that DNA 

could be grafted onto the surfaces of 

metal nanoparticles (NPs) (1, 2) pro-

vided a glimpse into the potential of 

using genetic material to program 

NP assembly. With major advances in 

DNA nanotechnology (3, 4) in the subsequent 

years, researchers have just begun to harness 

the molecular and nanoscale precision that 

DNA offers in the construction of ordered 

three-dimensional (3D) NP superlattices. In 

this issue, two studies show how hierarchi-

cally structured DNA imparts valency and 

symmetry to spherical gold NPs that are oth-

erwise chemically and geometrically isotro-

pic. On page 582, Liu et al. (5) demonstrate 

the rational assembly of NPs into diamond 

and diamond-family superlattices using DNA 

origami linkers. On page 579, Kim et al. (6) 

demonstrate how DNA hairpins serve as ad-

dressable NP linkers that can be activated or 

deactivated with chemical precision. 

The use of DNA in NP coatings enables 

clear distinctions to be made between ag-

gregation versus directed assembly in the 

formation of NP clusters. Early on, research-

ers found that spherical solid-state NPs could 

spontaneously form 3D superlattices resem-

bling the close-packed crystal structures 

adopted by hard spheres (7). In these close-

packed forms, NP crystallization is driven by 

nonspecific Lennard-Jones–type interparticle 

interactions. Modifying the NP surface with 

DNA introduces chemical specificity so that 

interparticle interactions can be precisely 

and discretely tuned by programming the 

number of base-pair interactions involved 

in NP binding. DNA serves as a chemical 

handle for manipulating NP arrangements 

beyond the close-packed structures observed 

in aggregating systems. The studies by Liu et 

al. and Kim et al. take this control one step 

further by engineering the macromolecular 

structure of DNA.

Liu et al. devise a strategy to crystallize gold 

NPs into non–close-packed superlattices typi-

cally adopted by covalent solids such as dia-

mond and silicon (see the figure, panel A). In 

their method, rigid polyhedral DNA origami 

cages serve both to encapsulate gold NPs 

and as supramolecular cages that bind NPs 

together via hierarchical 3D DNA structures. 

Using methods pioneered by Rothemund (8), 

Liu et al. take single-stranded DNA and fold 

it into an open-faced tetrahedron that is held 

together by short oligonucleotide segments or 

“staples.” Each edge of the tetrahedron—the 

architectural struts of the cage—is composed 

of a rigid 10-helix DNA bundle 36 nm in 

length. The outer surface of the DNA origami 

cage is functionalized with a DNA sequence 

that is available for hybridization, also known 

as a “sticky” strand, and that is programmed 

to bind to gold NPs functionalized with com-

plementary oligonucleotide strands. 

In their simplest implementation, the 

sticky strands direct crystallization of gold 

NPs into face-centered cubic (fcc) superlat-

tices in which the NPs are loosely spaced. 

Small-angle x-ray spectroscopy (SAXS) and 

electron microscopy verified that the DNA 

cage served as tetravalent linkers between 

NPs. Each NP supports coordination to four 

DNA cages, which is determined by the bind-

ing footprint of the DNA cage projected onto 

the spherical NP surface. For a NP with a di-

ameter of 14.5 nm, each tetrahedron vertex 

covers ~12.2% of the NP surface, and tetrahe-

dral NP-to-cage coordination offers the most 

efficient space packing. 

To form a diamond superlattice, the inner 

surface of the DNA cage is also functionalized 

with sticky DNA strands, enabling the encap-

sulation of one or more guest NPs within the 

origami linker. When these guest NPs are 

identical to those located at the tetrahedron 

vertices, SAXS data indicate that a diamond 

superlattice formed. When the guest particles 

NPs are smaller or composed of NP dimers, 

zincblende-type superlattices formed.

Hierarchical DNA ligands not only enable 

exquisite control over the spatial organiza-

tion of solid-state NPs in superlattices, but 

can also be used to actively toggle between 

different superlattice structures. Kim et al. 

show how gold NPs can be encoded with 

the ability to disperse or recrystallize in re-

sponse to chemical cues by functionalizing 

them with DNA hairpin ligands—loopy DNA 

strands that form when the opposite ends of 

a single-stranded DNA chain possess comple-

mentary sequences and that can open and 

close upon hybridization. The tail of the DNA 

hairpin is programmed with a sticky end to 

facilitate interparticle binding (see the figure, 

Si

fcc Diamond Zincblende

fcc “Melt” bcc

A

B

Nanoparticle-DNA building blocks for artificial materials. Modifying NPs with sticky DNA sticky DNA strands 

that are ready to hybridize enables nanoscale crystallization. (A) Building blocks composed of 3D DNA tetrahedra 

and gold NPs lead to diamondlike superlattice structures. (B) Gold NPs functionalized with hairpin DNA ligands are 

programmed to exhibit a martensitic transition between face-centered and body-centered cubic superlattices. 
Department of NanoEngineering, University of California San 
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panel B). When the hairpin is closed, the 

sticky end is protected and NP assembly is ef-

fectively deactivated. The hairpin is opened 

by adding a complementary oligonucleotide 

called an effector, which unfolds the hairpin 

by forming a double-stranded DNA segment 

that straightens out the loop, activating NP 

assembly. 

Kim et al. enabled superlattice toggling by 

grafting the surface of 10- to 20-nm-diameter 

gold NPs with two different types of hairpin 

ligands that operate in an orthogonal man-

ner: one with a self-complementary sticky 

end and one with a non–self-complementary 

sticky end. Previous demonstrations from 

the same research group showed that NPs 

bound with self-complementary DNA fa-

vor crystallization into an fcc superlattice, 

whereas NPs bound with non–self-comple-

mentary sticky ends favor crystallization into 

a body-centered cubic (bcc) superlattice. No 

evidence of crystallization when both types 

of hairpin ligands are closed was seen with 

SAXS. When the self-complementary strands 

are activated, the NPs assemble into an fcc 

superlattice; when the non–self-complemen-

tary hairpins are activated, the NPs assemble 

into a bcc superlattice. 

The superlattice structure can be toggled 

back and forth between fcc and bcc in a mat-

ter of minutes by adding the appropriate 

activating and deactivating effectors simul-

taneously, and this scheme can be extended 

to more complex structures. For example, NP 

assemblies can be toggled between bcc and 

AlB
2
-type superlattices by modulating NP 

type, ligand density, and ligand length. 

The work of Liu et al. and Kim et al. rep-

resents a major advance in engineering NPs 

as atom-like building blocks. However, the 

immediate extension of these DNA con-

structs to solid-state nanomaterials beyond 

gold NPs is hindered foremost by the lack 

of established surface chemistries between 

DNA and other inorganic materials. There 

may also be size and scale limitations to 

DNA-guided assembly because NPs may ex-

perience strong van der Waals forces that 

dominate over any chemical anisotropy 

imparted by DNA ligands, linkers, and scaf-

folds. Nonetheless, DNA nanotechnology 

remains an attractive and potentially dis-

ruptive strategy for the construction of new 

and undiscovered materials.        ■

REFERENCES

 1. C. A. Mirkin et al., Nature 382, 607 (1996).
 2. A. P. Alivisatos et al., Nature 382, 609 (1996).
 3. A. V. Pinheiro et al., Nat. Nanotechnol. 6, 763 (2011).
 4. C.-H. Lu, B. Willner, I. Willner, ACS Nano 7, 8320 (2013).
 5. W. Liu et al., Science 351, 582 (2016).
 6. Y. Kim et al., Science 351, 579 (2016).
 7. B. L. V. Prasad, C. M. Sorensen, K. J. Klabundec, Chem. Soc. 

Rev. 37, 1871 (2008).
 8. P. W. K. Rothemund, Nature 440, 297 (2006).

10.1126/science.aae0455

By Christine S. Hvidberg

E
arth’s large ice sheets in Greenland and 

Antarctica are major contributors to 

sea level change. At present, the Green-

land Ice Sheet (see the photo) is losing 

mass in response to climate warming in 

Greenland (1), but the present changes 

also include a long-term response to past 

climate transitions. On page 590 of this is-

sue, MacGregor et al. (2) estimate the mean 

rates of snow accumulation and ice flow of 

the Greenland Ice Sheet over the past 9000 

years based on an ice sheet–wide dated radar 

stratigraphy (3). They show that the present 

changes of the Greenland Ice Sheet are partly 

an ongoing response to the last deglaciation. 

The results help to clarify how sensitive the 

ice sheet is to climate changes. 

One of the great challenges in estimat-

ing the future evolution and mass loss of 

the Greenland Ice Sheet is to determine the 

present flow properties of the ice sheet. The 

ice sheet is monitored by numerous instru-

ments to provide knowledge of ice thickness, 

surface velocity, and current mass balance 

changes. However, key properties such as 

ice viscosity remain poorly constrained, as 

do sliding and melting rates at the base of 

the ice sheet. These properties change over 

time because warmer surface temperatures 

are slowly heating up the deeper layers of the 

ice sheet and because ice from the current in-

terglacial period (the Holocene, which began 

11,700 years ago) gradually replaces older and 

softer ice from the last glacial period. 

Direct observations of ice temperature 

and anisotropic flow properties (4, 5) are 

available at only a few deep ice core sites 

on the Greenland Ice Sheet. However, addi-

tional information is contained in the inter-

nal structure of the ice sheet, which can be 

detected with radar stratigraphy. The radar 

layers are isochrones: past surfaces buried by 

subsequent layers of snow and deformed as 

ice flows from the interior toward the mar-

gins (see the figure). The radar layer depths 

record the combined effects of external and 

internal forcings, providing valuable con-

straints on ice flow history and past accumu-

lation rates. 

In their study, MacGregor et al. use a com-

prehensive dated radar stratigraphy that they 

have recently constructed from radio echo-

sounding data from the Greenland Ice Sheet 

collected between 1993 and 2013 (3). They 

dated the stratigraphy by matching radar 

layers with ice core records at intersections 

with ice core sites (3), thereby determining 

the depth-age structure of the ice sheet. In 

the current study, the authors focused on the 
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Ice sheet in peril
Radar data reveal how sensitive the Greenland 
Ice Sheet is to long-term climatic changes
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depth-age distribution of layers younger than 

9000 years. Using a one-dimensional ice flow 

model, they determined the mean thinning 

rate and accumulation rate for the past 9000 

years that provide the best fit between mod-

eled and observed depth-age scales. This ap-

proach is similar to that used to determine 

accumulation rates from ice core records. 

The resulting mean accumulation rates dur-

ing the past 9000 years are generally higher 

in most of Greenland than the modern 

model-based accumulation rates. 

A previous reconstruction of Greenland 

accumulation rates over the past 400 years 

based on ice cores and climate models 

showed the accumulation rate to be sensi-

tive to past temperature (6). Deep ice cores 

confirm this finding further back in time 

into the last glacial (7). Warm climate ap-

proximately 9000 to 5000 years ago (4) may 

have been accompanied by higher accu-

mulation rates; this might explain why the 

mean accumulation rates for the past 9000 

years are higher than present-day mod-

eled accumulation rates. The reconstructed 

mean Holocene accumulation rate reported 

by MacGregor et al. extends existing obser-

vation-based maps of past accumulation 

rates further back in time and covers a large 

fraction of the Greenland Ice Sheet. The re-

sults are highly relevant for constraining 

models of past ice sheet evolution.

MacGregor et al. also derived a map of 

mean Holocene surface velocity. They first 

calculated the balance velocity field cor-

responding to the mean Holocene accu-

mulation rate—that is, the depth-averaged 

horizontal ice velocities needed to balance 

the accumulation rates. They then used a 

simplified model of internal deformation to 

convert balance velocities to surface veloci-

ties. Comparison of the reconstructed mean 

surface velocities with modern surface veloci-

ties observed from space revealed an appar-

ent modern deceleration of the Greenland Ice 

Sheet. This is an interesting and surprising 

finding. 

The authors argue that the higher mean 

Holocene accumulation rates relative to 

modern climate model results can only partly 

explain the deceleration. They propose that 

changes in ice dynamics have also contrib-

uted to the deceleration, mainly because of a 

general hardening of the ice sheet as glacial 

ice is being replaced by Holocene ice. Glacial 

ice contains more impurities than intergla-

cial ice and is softer than ice deposited dur-

ing the Holocene. The dynamic response to 

this gradual hardening may be effective for 

tens of thousands of years after the climate 

transition at the end of the last glacial period 

(8), and it affects estimates of future mass 

loss from the Greenland Ice Sheet.

However, the one-dimensional ice flow 

model used to derive the 9000-year mean 

accumulation rate is simplified and does not 

correct for variations of accumulation rate 

along the flow direction. MacGregor et al. ar-

gue that the local model is suitable because 

it contains many relatively young layers that 

reflect local conditions. Nonetheless, future 

work should account for upstream correc-

tions to ensure that low accumulation rates 

in the ice sheet’s interior do not propagate 

with the flow and affect the resulting accu-

mulation rates at lower elevations (9). Thin-

ning of the Greenland Ice Sheet during the 

Holocene (10) would have affected the ice 

flow and thinning of layers, but the effect was 

probably minor over the past 9000 years (7). 

Future work may benefit from more sophis-

ticated methods to account for vertical thin-

ning and nonsteady conditions. 

The termination of the last ice age 11,700 

years ago was a large and abrupt climate 

transition that still continues to affect the 

Greenland Ice Sheet. Future research should 

explore in more detail the possible effects of 

ice rheology changes on local and regional ice 

dynamics. A general hardening of the Green-

land Ice Sheet could increase the long-term 

resilience of the ice sheet if global warming 

proceeds. The Greenland Ice Sheet reacts 

to climate changes on short and long time 

scales. Better constraining the long-term re-

sponse is crucial for improved future projec-

tions of its contribution to sea level change.        ■
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~9000 years ago

~11,700 years ago, start of Holocene

~14,700 years ago, start of Bølling-Allerød

Last glacial maximum, ~20,000 years ago (echo-free zone)

~45,600 years ago

~52,300 years ago

How an ice sheet flows. The radar data in this figure are from a flight made by Operation IceBridge across the 

Greenland Ice Sheet on 2 May 2011. The thicknesses and shapes of the layers provide insight into how past climatic 

changes have affected—and continue to affect—the ice sheet’s flow. On the basis of such radar stratigraphy data, 

MacGregor et al. show that over the past 9000 years, ice sheet flow has been faster than it is today. 

Ice, ice everywhere. Although it looks immutable, the 

Greenland Ice Sheet continuously flows toward the sea. 

Radio data help to understand how this flow changes in 

response to climatic changes. The photo shows the ice 

sheet close to the Ilulissat Icefjord.  
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By Michael Yudell,1* Dorothy Roberts,2 

Rob DeSalle,3 Sarah Tishkoff2

I
n the wake of the sequencing of the 

human genome in the early 2000s, ge-

nome pioneers and social scientists 

alike called for an end to the use of race 

as a variable in genetic research (1, 2). 

Unfortunately, by some measures, the 

use of race as a biological category has 

increased in the postgenomic age (3). Al-

though inconsistent definition and use has 

been a chief problem with the race concept, 

it has historically been used as a taxonomic 

categorization based on com-

mon hereditary traits (such as 

skin color) to elucidate the re-

lationship between our ancestry and our 

genes. We believe the use of biological con-

cepts of race in human genetic research—

so disputed and so mired in confusion—is 

problematic at best and harmful at worst. 

It is time for biologists to find a better way.

Racial research has a long and controver-

sial history. At the turn of the 20th century, 

sociologist and civil rights leader W. E. B. Du 

Bois was the first to synthesize natural and 

social scientific research to conclude that 

the concept of race was not a scientific cat-

egory. Contrary to the then-dominant view, 

Du Bois maintained that health disparities 

between blacks and whites stemmed from 

social, not biological, inequality (4). Evolu-

tionary geneticist Theodosius Dobzhansky, 

whose work helped reimagine the race con-

cept in the 1930s at the outset of the evolu-

tionary synthesis, wrestled with many of the 

same problems modern biologists face when 

studying human populations—for example, 

how to define and sample populations and 

genes (5). For much of his career, Dobzhan-

sky brushed aside criticism of the race con-

cept, arguing that the problem with race was 

not its scientific use, but its nonscientific 

misuse. Over time, he grew disillusioned, 

concerned that scientific study of human 

diversity had “floundered in confusion and 

misunderstanding” (6). His transformation 

from defender to detractor of the race con-

cept in biology still resonates.

Today, scientists continue to draw wildly 

different conclusions on the utility of the race 

concept in biological research. Some have ar-

gued that relevant genetic information can 

be seen at the racial level (7) and that race 

is the best proxy we have for examining hu-

man genetic diversity (8, 9). Others have 

concluded that race is neither a relevant nor 

accurate way to understand or map human 

genetic diversity (10, 11). Still others have ar-

gued that race-based predictions in clinical 

settings, because of the heterogeneous na-

ture of racial groups, are of questionable use 

(12), particularly as the prevalence of admix-

ture increases across populations. 

Several meetings and journal articles 

have called attention to a host of issues, 

which include (i) a proposed shift to “focus 

on racism (i.e., social relations) rather than 

race (i.e., supposed innate biologic predis-

position) in the interpretation of racial/

ethnic ‘effects’” (13); (ii) a failure of scien-

tists to distinguish between self-identified 

racial categories and assigned or assumed 

racial categories (14); and (iii) concern over 

“the haphazard use and reporting of racial/

ethnic variables in genetic research” (15) 

and a need to justify use of racial categories 

relative to the research questions asked and 

methods used (6). Several academic jour-

nals have taken up this last concern and, 

with mixed success, have issued guidelines 

for use of race in research they publish (16). 

Despite these concerns, there have been no 
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systematic attempts to address these issues 

and the situation has worsened with the 

rise of large-scale genetic surveys that use 

race as a tool to stratify these data (17).

It is important to distinguish ancestry 

from a taxonomic notion such as race. Ances-

try is a process-based concept, a statement 

about an individual’s relationship to other in-

dividuals in their genealogical history; thus, 

it is a very personal understanding of one’s 

genomic heritage. Race, on the other hand, 

is a pattern-based concept that has led scien-

tists and laypersons alike to draw conclusions 

about hierarchical organization of humans, 

which connect an individual to a larger pre-

conceived geographically circumscribed or 

socially constructed group.

Unlike earlier disagreements concern-

ing race and biology, today’s discussions 

generally lack clear ideological and political 

antipodes of “racist” and “nonracist.” Most 

contemporary discussions about race among 

scientists concern examination of popula-

tion-level differences between groups, with 

the goal of understanding human evolution-

ary history, characterizing the frequency of 

traits within and between populations, and 

using an individual’s self-identified ancestry 

to identify genetic risk factors of disease and 

to help determine the best course of medical 

treatments (6). 

If this is what race in contemporary scien-

tific and medical practice is about, then why 

should we be concerned? One reason is that 

phylogenetic and population genetic meth-

ods do not support a priori classifications of 

race, as expected for an interbreeding species 

like Homo sapiens (11, 18). As a result, racial 

assumptions are not the biological guide-

posts some believe them to be, as commonly 

defined racial groups are genetically hetero-

geneous and lack clear-cut genetic boundar-

ies (10, 11). For example, hemoglobinopathies 

can be misdiagnosed because of the identifi-

cation of sickle-cell as a “Black” disease and 

thalassemia as a “Mediterranean” disease 

(10). Cystic fibrosis is underdiagnosed in 

populations of African ancestry, because it is 

thought of as a “White” disease (19). Popular 

misinterpretations of the use of race in ge-

netics also continue to fuel racist beliefs, so 

much so that, in 2014, a group of leading hu-

man population geneticists publicly refuted 

claims about the genetic basis of social dif-

ferences between races (20). Finally, the use 

of the race concept in genetics, an issue that 

has vexed natural and social scientists for 

more than a century, will not be obviated by 

new technologies. Although the low cost of 

next-generation sequencing has facilitated ef-

forts to sequence hundreds of thousands of 

individuals, adding whole-genome sequences 

does not negate the fact that racial classifica-

tions do not make sense in terms of genetics.

More than five decades after Dobzhansky 

called on biologists to develop better meth-

ods for investigating human genetic diversity 

(21), biology remains stuck in a paradox that 

reflects Dobzhanky’s own struggle with the 

race concept: both believing race to be a tool 

to elucidate human genetic diversity and be-

lieving that race is a poorly defined marker 

of that diversity and an imprecise proxy for 

the relation between ancestry and genetics. 

In an attempt to resolve this paradox and to 

improve study of human genetic diversity, we 

propose the following.

Scientific journals and professional societ-

ies should encourage use of terms like “an-

cestry” or “population” to describe human 

groupings in genetic studies and should re-

quire authors to clearly define how they are 

using such variables. It is preferable to refer to 

geographic ancestry, culture, socioeconomic 

status, and language, among other variables, 

depending on the questions being addressed, 

to untangle the complicated relationship be-

tween humans, their evolutionary history, 

and their health. Some have shown that sub-

stituting such terms for race changes noth-

ing if the underlying racial thinking stays the 

same (22, 23). But language matters, and the 

scientific language of race has a considerable 

influence on how the public (which includes 

scientists) understands human diversity (24). 

We are not the first to call for change on this 

subject. But, to date, calls to rationalize the 

use of concepts in the study of human genetic 

diversity, particularly race, have been imple-

mented only in a piecemeal and inconsistent 

fashion, which perpetuates ambiguity of the 

concept and makes sustained change unfeasi-

ble (16). Having journals rationalize the use of 

classificatory terminology in studying human 

genetic diversity would force scientists to 

clarify their use and would allow researchers 

to understand and interpret data across stud-

ies. It would help avoid confusing, inconsis-

tent, and contradictory usage of such terms. 

Phasing out racial terminology in bio-

logical sciences would send an important 

message to scientists and the public alike: 

Historical racial categories that are treated as 

natural and infused with notions of superior-

ity and inferiority have no place in biology. 

We acknowledge that using race as a politi-

cal or social category to study racism and 

its biological effects, although fraught with 

challenges, remains necessary. Such research 

is important to understand how structural 

inequities and discrimination produce health 

disparities in socioculturally defined groups. 

The U.S. National Academies of Sciences, 

Engineering, and Medicine should convene 

a panel of experts from biological sciences, 

social sciences, and humanities to recom-

mend ways for research into human biologi-

cal diversity to move past the use of race as a 

tool for classification in both laboratory and 

clinical research. Such an effort would bring 

stakeholders together for a simple goal: to 

improve the scientific study of human differ-

ence and commonality. The committee would 

be charged with examining current and his-

torical usage of the race concept and ways 

current and future technology may improve 

the study of human genetic diversity; thus, 

they could take up Dobzhansky’s challenge 

that “the problem that now faces the science 

of man [sic] is how to devise better methods 

for further observations that will give more 

meaningful results” (21). Regardless of where 

one stands on this issue, this is an opportu-

nity to strengthen research by thinking more 

carefully about human genetic diversity.        ■
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By Melvin Simon

A
lfred Goodman Gilman died on 23 De-

cember, after a protracted battle with 

pancreatic cancer. We lost an extraor-

dinary scientist, academic leader, and 

“mensch.” Al pioneered our under-

standing of the biochemical mecha-

nisms that drive signal transduction and 

(with Martin Rodbell) shared the 1994 Nobel 

Prize in Physiology or Medicine for his role 

in the discovery of heterotrimeric guanine 

nucleotide–binding proteins (G proteins). 

He went on to describe the basic design of G 

protein–mediated cellular signaling circuits 

that regulate an enormous number of physi-

ological responses and are the targets of a 

large fraction of today’s drugs. 

Al was born into the scientific community. 

His father was an accomplished research 

pharmacologist, department chairman, and 

coauthor of a major pharmacology text-

book. Al followed in his father’s footsteps. 

After receiving his BS in biochemistry from 

Yale University, Al pursued an MD-Ph.D. at 

Case Western Reserve University in Cleve-

land, Ohio, where he worked under Ted Rall 

and became intrigued with the mechanism 

of cellular signaling and the role of the en-

zyme adenylyl cyclase and its product cyclic 

adenosine 3',5'-monophosphate (AMP). As a 

postdoctoral fellow at the U.S. National Insti-

tutes of Health, he developed a sensitive as-

say for cyclic AMP and moved on to a faculty 

position at the University of Virginia Medical 

School in Charlottesville, where he returned 

to the issue of cellular signaling. The prob-

lem was that hormones were known to bind 

to specific receptors on the outside of the cell 

and to activate the enzyme adenylyl cyclase 

inside the cell. But how did the information 

regarding the receptor-binding event get 

communicated to the enzyme? Martin Rod-

bell showed that the connection between 

the two required the nucleotide guanosine 

5'-triphosphate (GTP) and possibly a third 

protein component. However, the most 

straightforward resolution of the issue was 

to separate each of the possible components 

and to reconstitute the system. At the time, 

this was a herculean task, but it was accom-

plished by Al and his postdoctoral fellow 

Elliot Ross. Other members of the lab, in-

cluding Paul Sternweis and John Northrup, 

finished the job by purifying the G protein 

and studying its nucleotide-binding and GT-

Pase activity. 

In 1981, Al moved to Texas to chair the 

pharmacology department at the University 

of Texas (UT) Southwestern Medical Center 

in Dallas and to understand the mechanism 

of information processing by G-protein cir-

cuits. The hypothesis was that the circuit was 

driven by a series of consecutive conforma-

tional changes in protein structure alterna-

tively stabilized by GDP or GTP. Taking the 

most straightforward approach, Al’s group 

was amazingly successful in producing the 

proteins and complexes required for x-ray 

diffraction analysis and in collaborating with 

outstanding crystallographers. Highly infor-

mative pictures of the structural changes in 

signaling intermediates at the atomic level 

emerged. Even the cantankerous adenylyl 

cyclase yielded some of its intimate secrets. 

During evolution, nature used elements and 

variations of the G-protein paradigm to solve 

a multitude of information processing prob-

lems by circuit design. Thus, there are hun-

dreds of genes specifying G protein–coupled 

membrane receptors, dozens of homologous 

genes that code for the components of G pro-

teins, and G-protein regulators that increase 

or decrease the amplitude of the signal, as 

well as many gene families representing tar-

geted effectors. G-protein signaling circuits 

are integral to almost every physiological 

function. In his Nobel lecture Al wrote, “The 

complexity of the cellular switchboard thus 

appears sufficiently vast to permit each cell 

(type) to design a highly customized signal-

ing repertoire by expression of a relatively 

modest number of modular components.” He 

went on to predict that, “With this informa-

tion in hand, we will be able to complete our 

understanding of the wiring diagram of the 

signaling switchboard in each type of cell.” 

In 1997, Al initiated the conversation about 

a project to deduce the nature of the wiring 

diagram. He called on me, Henry Bourne, 

and others working in various signaling 

systems. We spoke about a consortium of 

laboratories with an advisory group that 

would coordinate the research project and 

the development of analytical tools and re-

agents. The Alliance for Cellular Signaling 

was born in 2000. There were enormous 

problems, and Al was a remarkable leader 

and administrator. We were making head-

way, but all of the necessary technology 

wasn’t yet available. We were just too early. 

Today, the process is beginning again in a 

more dispersed fashion with better tools 

under the rubric of systems biology. 

Al Gilman did it all. As chairman, he 

built an outstanding department of phar-

macology in Dallas. His research opened 

the cellular signaling field. His work on 

the mechanism of signal transduction con-

tinues to provide a basis for new drug de-

sign and development. He was Dean of the 

medical school at UT Southwestern Medical 

Center in Dallas and a member of the Board 

of Directors of the Eli Lilly pharmaceutical 

company. His students populate some of 

the best pharmacology and biochemistry 

departments in the country, and he was a 

founder, together with his former student 

Leonard Schleifer, of Regeneron, which is 

on its way to becoming a major pharmaceu-

tical company. Al even published his own 

retrospective (Annual Review of Pharma-

cology and Toxicology, 2012). It is a won-

derful review written in his engaging style.

I didn’t get to know Al’s family well. How-

ever, I admired how his wife Kathy cared for 

him in the last months of his life. She and 

Al set up, in their home, what Al called the 

“off-shore faculty club annex.” Once or twice 

a week at a designated hour, friends and 

former students would drop by, make them-

selves a drink, and visit with Al. He loved en-

gaging in conversation about science, sports, 

or the ways of the world with a congenial, 

mildly lubricated group of colleagues. In 

addition to his scientific prowess, intellec-

tual acuity, administrative ability, and fierce 

integrity, Al was a charming and delightful 

friend. We will sorely miss him.        ■

10.1126/science.aaf2848
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By Christopher Kemp

I
n the 1960s, Homero Castro, an Ecua-

dorian agronomist, was desperately 

striving to produce a new variety of ca-

cao—the plant that serves as the source 

of the world’s chocolate. There was a lot 

at stake. Fungi were devastating Ecua-

dor’s local “Nacional” varieties of cacao. By 

the 1920s, more than 70% of the country’s 

crops had been lost. Then, in 1965, on his 

51st attempt, Castro hit the jackpot.

As Simran Sethi writes in Bread Wine 

Chocolate, Castro’s variant, known as CCN-

51, is robust. It gives high yields and is resis-

tant to fungal attack. In many locations, it 

has replaced Nacional completely. The only 

problem is that it doesn’t taste particularly 

good. But, as Sethi explains, depending on 

whom you ask, the actual taste of CCN-51 is 

not necessarily relevant.

Sethi, a journalist and former NBC News 

correspondent, uses Bread Wine Chocolate

to explore the loss of biodiversity world-

wide and its long-reaching—and often 

unnoticed—effects on the foods we eat. 

“I counted 21 kinds of potato chips,” she 

writes, after a trip to the grocery store, “but 

in the produce aisle, I found only five types 

of potatoes.”

Almost every historic fruit and vegetable 

once grown in the United States is gone. 

“According to the Food and Agriculture Or-

ganization of the United Nations (FAO), 95 

percent of the world’s calories now come 

from 30 species,” Sethi writes. “Of 30,000 

edible plant species, we cultivate about 150.” 

The reason: The modern food system is not 

driven by taste but instead by factors like 

consistency, predictability, low cost, and 

high yield. The same features that enabled 

the worldwide distribution of once-exotic 

foods like coffee and chocolate have now so 

drastically altered how those products are 

made that we risk losing them altogether.

Brimming with information and amply 

footnoted, Bread Wine Chocolate is a rev-

elation throughout. Who knew, for example, 

that chocolate is a fermented food? Or that 

the fruit of a coffee plant looks like a cherry?

AGRICULTURE

Losing our taste for diversity

B O O K S  e t  a l .
Bread Wine Chocolate

The Slow Loss of Foods 

We Love

Simran Sethi

HarperOne, 2015. 352 pp.

An emphasis on consistency and durability over variety 
and flavor has left many of our favorite foods in peril

The book is divided into six sections de-

voted to different foods: the bread, wine, 

and chocolate of the title as well as beer, 

coffee, and octopus. In each, Sethi travels to 

the points of origin, meets producers, and 

takes a discerning look at how that food 

has changed. In Ecuador, she meets ca-

cao farmers and scoops the sweet innards 

from cacao pods harvested from the plant. 

She meets coffee roasters in New Zealand; 

brewers in England who are trying to res-

urrect long-dead beers; and the Ethiopian 

farmers who grow coffee cherry in wild, 

tangled forests. Each section includes tast-

ing guides—such as a wine aroma wheel—

that help readers explore the food under 

discussion, as well as instructions on tast-

ing its different varieties.

The Cavendish banana—the most widely 

grown of the 1000 varieties in existence—

will soon be gone, rendered extinct by a 

fungus that is spreading slowly, inexora-

bly, across the tropics. The subtle, fragrant 

qualities of Nacional cacao will be gone 

too, replaced by CCN-51. Wild Ethiopian 

coffee, which is alive with unexpected and 

complex flavor profiles not found in cof-

fees grown elsewhere, will be gone also, 

because during slumps in the coffee mar-

ket, Ethiopian coffee farmers actually end 

up paying to grow their crop. One day, they 

will give up and grow khat, a leafy stimu-

lant they can sell to their neighbors for a 

higher price.

But all is not lost. The Svalbard Global 

Seed Vault on the Norwegian island of 

Spitsbergen near the North Pole stores 

the seeds of 865,000 plant varieties. The 

U.S. Department of Agriculture’s National 

Clonal Germplasm Repository in Davis, Cal-

ifornia, houses around 6000 different grape 

vines, including more wild Greek grape spe-

cies than are found in Greece. The National 

Collection of Yeast Cultures in Norwich, 

England, holds more than 4000 strains of 

yeast. These biodiversity banks and others 

represent one potential way to ensure that 

unique food crops are preserved for future 

generations

Another way we can promote biodiver-

sity is by selecting fair-trade coffee and 

artisanal chocolate and paying more for 

it, writes Sethi. After reading her excellent 

book, that is the least I’m willing to do.

10.1126/science.aad9077
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“Monodiets of megacrops” 

are replacing the rich 

diversity of foods we once 

consumed.
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The Most Wanted Man in China

My Journey from Scientist to 

Enemy of the State

Fang Lizhi; translation and 

afterword by Perry Link

Henry Holt, 2016. 352 pp.

SCIENCE LIVES

Public enemy

By Irving A. Lerch

F
our years after his death, one of the 

most important figures of the Chinese 

scientific establishment has given us a 

first-person account of growing to man-

hood and eminence in revolutionary 

China. The Most Wanted Man in China

is both a memoir and a personal testament 

of Fang Lizhi—a renowned scientist, humane 

scholar, political activist, intractable enemy 

of authoritarian government, and courageous 

advocate of human rights. And, 

unusual for this grim subject, it 

is a tale told with humor as well 

as deep introspection.

Beijing, where Fang was born, 

was relatively calm during the 

Japanese occupation and the 

Chinese Civil War. Then the 

Japanese presence was replaced 

by the Kuomin tang (KMT). 

Fang’s transformation to po-

litical awareness coincided with 

the rise of Mao Zedong, the 

Communist revolutionary who 

founded the People’s Republic of 

China (PRC) in 1949. “The tide 

turned toward the Communists 

on the ideological battlefield even before it 

did on the physical battlefields,” Fang writes. 

“… [S]ympathies came much less from the 

discovery of new truth than from a wish to 

jettison a moribund regime.”

By 1948, defying KMT authorities, Fang 

had joined the Communist Federation of 

Democratic Youth and remained active dur-

ing his student days in Peking University. On 

graduation, Fang was appointed to do re-

search in nuclear physics—an elite specialty. 

Yet within a few years, he would be expelled 

from his Eden in the wake of Mao’s “Anti-

Rightist” crusade, having been identified as a 

potential reactionary troublemaker.

In 1957, Fang was exiled to labor in the ru-

ral fields of China. He would return and be 

banished again multiple times over the next 

two decades, perhaps targeted for helping 

to draft a critical letter to Party Central—

criticism invited by the Party but designed to 

identify potential dissidents. The enlistment 

of Chinese intellectuals in their own sup-

pression was so successful that none could 

emerge as a heroic figure capable of captur-

ing public sentiment or leadership.

Fang appreciated the resilience of his fel-

low laborers. During his exile to the Xishan 

coal mines, he recalled one miner’s response 

to demands for greater productivity: “‘Sixty 

cents of pay buys sixty cents of work.’”

Fang soon learned that party proscriptions 

extended to the kinds of scientific inquiry 

that could be pursued. The precedent set by 

the Soviet Union was to discourage the study 

of modern science in adherence with Marx-

ist principles, an approach that foundered 

on the shoals of reality after World War II. 

With the enlistment of scientists in the nu-

clear program, Stalin was forced to promote 

talented physicists like Andrei Sakharov, who 

became “heroes of the revolution.” Mao knew 

that all he needed were faceless technicians 

to build his bomb.

Forced to abandon his early research (1), 

Fang turned to astrophysics and soon began 

publishing on cosmology. The authorities 

took notice and hastened to slam the door. 

Their criticism was redolent with unintended 

humor: “The model of an expanding universe 

‘seeks to establish that the capitalist system 

not only cannot be overcome but will con-

tinue indefinitely to expand.’”

By 1979, Fang was considered “rehabili-

tated,” and in 1984 he became vice president 

of the University of Science and Technology 

of China (USTC). He did not have to wait long 

to be engulfed in another altercation.

At an astronomy meeting in the Vatican, 

the International Center for Relativistic As-

The reviewer is emeritus director of international scientif c 

af airs at the American Physical Society, College Park, MD 

20740, USA. E-mail: ialerch@verizon.net

Physicist Fang Lizhi recounts his clashes with the Chinese 
regime and his role in the Tiananmen Square protests

trophysics (ICRA) was organized, and Fang 

lost no time in enlisting his institution. It was 

an important coup for Chinese science. Not 

only would USTC be a founding member of 

a prestigious international program, it would 

benefit further from the gift of a telescope. 

However, a poisonous cloud of suspicion rose 

from Beijing, where authorities were mis-

trusting and intolerant of international initia-

tives that originated outside of the city. This 

suspicion eventually enveloped USTC’s mem-

bership in the ICRA and would engulf Fang.

In December 1985, USTC 

students took to the streets, de-

manding democratic elections 

to the district council. The au-

thorities yielded, igniting new 

fervor and agitation. Fang 

and several colleagues tried to 

dampen the students’ ardor, to 

no avail. In 1987, Premier Deng 

Xiaoping ordered Fang’s expul-

sion from the Party, and both he 

and USTC president Guan Wei-

yan were fired.

In the winter of 1989, Fang 

wrote a letter to Deng Xiaoping 

noting that the year marked the 

40th anniversary of the found-

ing of the PRC and the 70th anniversary of 

the May Fourth Movement. “In order to cap-

ture the spirit of these occasions in the best 

possible way, I sincerely propose that you 

announce a general amnesty, specifically to 

include all political prisoners,” he concluded. 

This letter would be cited by the authorities 

as the principal cause of the student demon-

strations that incited the government to use 

military force, which resulted in the massa-

cre in Tiananmen Square.

Fang would eventually continue his fight 

for human rights in the United States, where 

he pursued theoretical astrophysics at the 

University of Arizona in Tucson. His death 4 

years ago at the age of 76 deprived the world 

of an eloquent voice in the advocacy of human 

rights, but his expulsion from China allowed 

that voice to be heard around the world.

REFERENCES AND NOTES
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Beijing residents survey the damage from the Tiananmen Square demonstrations.
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Editorial retraction
ON 7 MAY 2004, Science published the 

Report “RNA-mediated metal-metal bond 

formation in the synthesis of hexagonal pal-

ladium nanoparticles” by Lina A. Gugliotti, 

Daniel L. Feldheim, and Bruce E. Eaton (1). 

After an investigation by the U.S. National 

Science Foundation’s (NSF’s) Office of 

Inspector General, NSF did not find that 

the authors’ actions constituted miscon-

duct. NSF nonetheless concluded that they 

“were a significant departure from research 

practices” and “a misrepresentation of 

data on which a conclusion was based” 

(2). In response to the NSF ruling, author 

Feldheim sent wording for a correction to 

Science. However, the Editors do not think a 

correction is appropriate given the concerns 

raised by the Inspector General’s report 

about what evidence was available to sup-

port the authors’ assertions at the time the 

paper was published. Hence, Science is issu-

ing this Retraction instead. Author Gugliotti 

could not be reached for her concurrence in 

this matter. Authors Feldheim and Eaton do 

not agree to this Retraction.

Marcia McNutt

Editor-in-Chief
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Social cost of carbon: 
Domestic duty
THE NATIONAL ACADEMIES of Sciences 

have assembled a committee to review 

the economic aspects of climate change in 

order to better estimate the social cost of 

carbon (SCC) (1). The SCC is an estimate 

in dollars of the long-term damage caused 

by a one-ton increase in global carbon 

emissions in a given year. Although the 

SCC oversimplifies a dauntingly complex 

reality, agreement on an SCC is necessary 

for cost-effective emissions controls (2). 

A key question is whether the SCC should 

reflect social costs to the United States or 

the entire world.

In 2013, an interagency group estab-

lished the current federal SCC values—$43 

per metric ton of CO2 in 2020 assuming a 

3% discount rate—based on the estimated 

global SCC (3). Regulatory agencies use 

this global SCC as the sole summary 

measure of the value of reducing green-

house gas emissions and compare it with 

estimates of domestic costs. This approach 

conflicts with long-standing federal regula-

tory policy directing agencies to issue 

regulations only upon a “reasoned deter-

mination” that the benefits “justify” the 

costs (4–6). A decision to issue a regulation 

with substantial domestic costs based on a 

finding that benefits to foreigners “justify” 

such costs would be irregular at best. Even 

with explicitly stated altruistic or strategic 

motivations (7), analyses that present only 

global benefits of regulations to reduce 

U.S. emissions would be misleading. 

The federal government has a duty to 

inform Americans about the reductions 

in domestic climate damages that may 

result from federal regulation. The current 

approach of reporting only the global 

benefits neglects that duty. The National 

Academies of Sciences should refocus 

regulatory analysis of U.S. regulations on 

their domestic effects by recommending 

the use of a domestic SCC and supporting 

separate reporting of estimates of effects 

beyond the United States.

Art Fraas,1 Randall Lutter,2,1* Susan 

Dudley,3 Ted Gayer,4 John Graham,5 

Jason F. Shogren,6 W. Kip Viscusi7

1Resources for the Future, Washington, DC 20036, 
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22904, USA. 3Regulatory Studies Center, The George 
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4Brookings Institution, Washington, DC 20036, USA. 
5School of Public and Environmental Af airs, Indiana 
University, Bloomington, IN 47402, USA. 6University 

of Wyoming, Laramie, WY 82071, USA. 7 Vanderbilt 
Law School, Vanderbilt University, Nashville, 
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False positives are 
statistically inevitable
IN HIS NEWS story “Reproducibility in 

psychology” (18 December 2015, p. 1459), J. 

Bohannon reports on the progress research-

ers in the field of psychology have made in 

implementing the practice of reproducing 

experimental results. He points out that 

preregistration—a procedure in which 

researchers first specify their hypotheses 

and methods and then publish the results 

of their analyses regardless of outcome—has 

helped achieve reproducibility goals. This 

type of methodology can help minimize 

poor statistical practices, such as doing 

multiple tests on data and only report-

ing those that are statistically significant. 

However, Bohannon’s conclusion that “[i]f 

everyone followed that protocol, false posi-

tives might all but disappear from journals” 

is a bit overstated.

In the absence of poor statistical practice 

and pressures to find and publish sta-

tistically significant results, the rate of 

false-positive results should correspond to 

the experimenter’s choice of test signifi-

cance level, typically denoted as α. For a 

statistical test in which the conventional 

choice of α = 0.05 is used, one would expect 

5% of experiments to generate spurious 

“significant” results, and the probability of 

independently reproducing a false-positive 

experiment result at the same significance 

level is 0.05 x 0.05 = 0.0025. Under these 

conditions, this means we can expect that 

one-quarter of one percent of the experi-

ments will have a false-positive result in 

the original experiment as well as a false 

positive in the reproduced experiment, thus 

seemingly confirming the original errone-

ous result.

Although this seems like a very small 

chance, leading to the suggestion that 

false positives “might all but disappear,” 

Edited by Jennifer Sills
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Cost-ef ective emissions controls depend on calculat-

ing the domestic and global social costs of carbon.
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the observed number of false positives is 

also a function of the number of scientific 

publications, which by one estimate in 2006 

was 1.35 million articles (1). Others have 

estimated that the scientific output may 

double every 10 years (2). If correct, there 

could be 2.7 million or so scientific papers 

published in 2016.

So, imagine if half of all papers published 

in 2016 (about 1.35 million) contained 

the results of exactly one statistical test 

conducted at a significance level of α = 

0.05, and if every one of those tests was 

reproduced, then we would expect to 

observe around 3375 “confirmed” spuri-

ous results (0.0025 x 1,350,000 = 3375). Of 

course, that is much better than the 67,500 

false positives in the original papers (0.05 

x 1,350,000), but it is rather larger than “all 

but disappear.”

Reproducibility is clearly important, and 

we should support and encourage those 

who promote it—across all fields, not just 

psychology—as a crucial part of the scien-

tific enterprise. In particular, moving away 

from publication standards based solely 

on the statistical significance of a single 

experiment or a single set of observed data 

to those based on evidence that observed 

results can be reproduced is a critical 

change that we must make in the academic 

publishing culture. However, we must also 

recognize that, even within the most care-

ful and rigorous experimental framework, 

erroneous conclusions are always possible. 

We should thus always maintain a healthy 

skepticism when assessing study results.

R. D. Fricker Jr.

Department of Statistics, Virginia Polytechnic 
Institute and State University, Blacksburg, 

VA 24061, USA. E-mail: rf@vt.edu
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Psychosocial factors 
key to healthy aging
I READ WITH great interest M. Kaeberlein 

et al.’s Review “Healthy aging: The ultimate 

preventative medicine” (4 December 2015, p. 

1191). I agree that going beyond a disease-

specific focus and “directly targeting aging” 

will be beneficial. However, Kaeberlein et 

al. focus on the biomedical aspects of this 

challenge. The psychosocial components of 

aging should not be overlooked. 

In a recent systematic review of qualita-

tive studies examining what older adults 

considered to be “successful aging,” inter-

viewees most commonly mentioned, and 

deemed most important, psychosocial com-

ponents, such as social engagement, positive 

perspective, and personal growth (1). Just 

as it is important to go beyond a disease-

specific focus to facilitate healthy aging, it is 

important to go beyond a strictly biomedi-

cal focus and to examine the ways in which 

psychosocial strengths can be fostered and 

quality of life improved. Augmenting mod-

els of translational geroscience to include 

psychosocial aspects of aging, such as social 

and emotional aging and resilience, will 

provide a more comprehensive perspective 

on aging. In addition to adding years to 

one’s life, we must also work to add life to 

those years. 

Theodore D. Cosco

MRC Unit for Lifelong Health and Ageing at University 
College London, London, WC1B 5JU, UK. 

E-mail: tdcosco@cantab.net
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BATTERIES

Why do batteries fail?
M. R. Palacín* and A. de Guibert

BACKGROUND: We are all familiar with
the importance of mobile power sources
(automobile batteries, cell phone batteries,
etc.) and their seeming tendency to mal-
function at just the wrong moment. All
batteries show performance losses during
their service lives that involve a progressive
decrease in capacity (loss of autonomy) and
increase in internal resistance, leading to
voltage decay and loss of power. Battery
aging phenomena evolve at substantially
different rates depending on storage or usage
conditions (temperature, charge/discharge
rates, and voltage operation limits) and are
specific to each battery chemistry. The study
of the origin of such processes is important
for battery calendar-life predictions, but
this research is complex to carry out be-
cause it involves field trials as well as extrap-

olation from accelerated tests using suitable
models.

ADVANCES: Electrification of automotive
transportation and renewable energy inte-
gration constitute two imperative path-
ways toward reduction of gas emissions
and global warming. These incur challenges
in terms of energy storage technologies, for
which batteries emerge as a versatile and
efficient option. Durability is critical per se
in such large-scale applications and also has
a direct impact in terms of cost. As a result,
efforts toward understanding the mecha-
nisms of battery degradation have intensi-
fied in recent years.
Aging and failure mechanisms result from

various interrelated processes taking place
at diverse time scales, hence their complete

elucidation is a very challenging target. Bat-
tery operation upon each charge/discharge
cycle should ideally only involve changes in
the phases present at both electrodes and
modification of their physical properties.
However, all battery components can interact
with one another to some extent, contribut-
ing to a convoluted system of interrelated
physicochemical processes in which the influ-
ences of temperature and charge/discharge
rate are decisive.
Although interactions between the active

materials and the electrolyte are largely re-
sponsible for aging upon storage, cycling gen-

erally damages electrode
active materials’ revers-
ibility because of the me-
chanical stresses induced
by the structural changes
takingplace.Althoughboth
mechanismsareoftencon-

sidered as additive, interactionsmay occur and
some additional factors (such as temperature)
have an impact on both. Moreover, the variety
of possible parasitic reactions is enhanced by
the number of chemical elements present in
the cell; this number is lowest for Pb/acid
batteries (redox processes involve lead at both
electrodes and current collectors are also made
of lead) and highest for lithium-ion batteries,
which can also comprise a larger variety of
subtechnologies depending on the activemate-
rials used.
Overall, the current available knowledge on

these matters results from a vast combination
of experimental and modeling approaches and
has greatly benefited from the progressive
improvement of available materials science
characterization tools.

OUTLOOK: The requirements for battery
long-term stability are extremely stringent,
and hence the advent of batteries with opti-
mized calendar and cycle life will only be trig-
gered by a full understanding of the ways in
which the different systems fail. Thorough
studies involving both testing and monitor-
ing of real or model cells under different en-
vironments and/or postmortem studies using
a wide range of experimental techniques cou-
pled to modeling approaches are crucial to
the complete elucidation of aging and failure
mechanisms. Such knowledge is vital to de-
veloping reliable, realistic operation models,
which in turn will synergistically contribute to
the development of batteries with optimized
calendar life. This is currently a research
priority in the field that is expected to yield
substantial progress in the years to come.▪
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Performance degradation is common to all battery technologies. Failure and gradual per-
formance degradation (aging) are the result of complex interrelated phenomena that depend on
battery chemistry, design, environment (temperature), and actual operation conditions (discharge
rate, charge protocol, depth of discharge, etc.). Knowledge of such processes is crucial for the wide-
spread deployment of large-scale battery applications such as transportation and the electric grid.
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BATTERIES

Why do batteries fail?
M. R. Palacín1* and A. de Guibert2

Battery failure and gradual performance degradation (aging) are the result of complex
interrelated phenomena that depend on battery chemistry, design, environment, and the actual
operation conditions. The current available knowledge on these matters results from a vast
combination of experimental and modeling approaches. We explore the state of the art with
respect to materials as well as usage (temperature, charge/discharge rate, etc.) for lead-acid,
nickel-cadmium, nickel–metal hydride, and lithium-ion chemistries. Battery diagnosis strategies
and plausible developments related to large-scale battery applications are also discussed.

E
nergy storage is a key enabler for modern
life. A large spectrum of storage technolo-
gies exists today, with wide variation in
terms of maturity, amount of energy stored,
speed of release (power), efficiency, dura-

bility, and cost. Batteries occupy a privileged
position in this landscape, as they are highly
versatile: Cells can be manufactured in a wide
range of sizes that can also be assembled into
packs if necessary. Countless technologies could
be developed a priori by coupling different pairs
of electrodes based on any favored redox re-
action. Nonetheless, more than 200 years after
Volta’s invention, only a few systems have been
considered to fulfill all requirements to enable
practical development and a mere handful of
them are commercially important. Their his-
torical evolution in terms of performance has
seen a few disruptive events, such as the pat-
ents of the Pb/acid battery in France (Planté,
Faure) and Ni-based technologies in Sweden
and the United States (Jüngner, Edison) at the
turn of the 20th century, and most recently the
commercialization of Li-ion technology in Japan
(Sony) in 1991.
The versatility of batteries has enabled their

use in widely diverse domains of application,
from miniaturized devices to large-scale storage
plants. The total size of the global battery mar-
ket accounted for $54 billion (U.S.) in 2013, with
5% average growth per year between 1990 and
2013. Lithium-ion technology is the most pop-
ular at present, with an equivalent to about
38,000 MWh of storage being commercialized
in 2013. The proportion used in portable elec-
tronics far exceeds that used in alternative or
emerging applications such as hybrid and elec-
tric vehicles (sometimes known as xEVs). The
largest part of the ~1.8 million vehicles sold in
2013 use Ni–metal hydride (Ni/MH) batteries,
with Li-ion batteries accounting for roughly

500,000 vehicles (and corresponding to 3500MWh)
(1). Stationary energy storage involves the use of
large batteries, and even if it is expected to grow
concomitant with renewable energy penetration
(2), its present capacity is only 1170 MWh of bat-
tery storage, of which ~40% consists of Li-ion
batteries. Growth expectations in all sectors are
derived from diverse converging forecasts, with
an estimated global market by 2020 close to $32
billion for Li-ion technology alone.
Despite this success, the requirements for long-

term battery stability are extremely stringent. As
a consequence, a battery’s performance is ulti-
mately always modified (degraded) during its
lifetime. Users are familiar with this phenome-
non even if they are seldom aware of its causes,
as they are often specific to each battery tech-
nology and are rarely addressed globally. The
present paper aims to fill this void.
At first glance, any battery operation may seem

extremely straightforward, based on a combina-
tion of two redox semi-reactions as taught in
high school chemistry class. Yet an intrinsically
complex and evolving system exists behind this
apparent simplicity. Aside from the requirements
for “active” electrode materials and an electrolyte
that makes ionic transport possible, practical per-
formance is enabled by alternative “inactive” com-
ponents such as current collectors (metal foil,
grid, foam, etc.), separators (glass fiber or poly-
meric microporous film in which the electrolyte
is embedded), conductive additives (typically
metals, inorganic conducting compounds, or dif-
ferent types of carbon), and often some sort of
polymeric binder (Fig. 1A). All these contribute to
battery function by maintaining the electrode’s
electronic and mechanical integrity. In addition,
batteries are often designed for a particular ap-
plication, and there is usually a trade-off between
the maximum power output possible and the
maximum stored energy. Indeed, cells designed
for high power output require low internal re-
sistance and low electrode polarization, accom-
plished by thin electrodes of high surface area.
Thus, the inert current collectors, separators,
etc., constitute a higher fraction of the mass
and volume, and the stored energy density

decreases by comparison to energy-optimized
cell designs.
Battery operation upon each charge/discharge

cycle brings about a change in the phases present
at both electrodes and modification of their phys-
ical properties. Ideally, such processes should
be fully reversible and should exclusively in-
volve the active materials. However, all battery
components can interact with one another to
some extent, contributing to a convoluted system
of interrelated physicochemical processes, which
are dependent on many factors. Some of them
are related to practical operation conditions such
as charge/discharge rate or temperature.

Basics of battery operation

The chemical energy stored in a battery is the
product of capacity and voltage, and is primarily
determined by the cell chemistry and electrode
materials. Usually, the open-circuit voltage is con-
sidered together with the discharge capacity to a
certain cutoff voltage. These are not absolute, in-
dependent measures; they are heavily affected by
electrode kinetics, and thus they depend on dis-
charge rate and temperature (3). The fundamen-
tals of the most commercially relevant rechargeable
battery systems (4) are given in Table 1.
The maximum electric energy that can be de-

livered by the electrode active materials depends
on the change in free energy DG of the chemical
reaction involved (Table 1). Upon operation, irre-
versible energy losses occur because batteries
exhibit an intrinsic internal resistance (R): Joule
heating (I2R) and ohmic drop (IR drop). These
losses are all related to the current flowing
through the cell (I, the charge/discharge rate),
which is usually expressed in terms of C/n rate,
where n is the time (in hours) to achieve the cell
capacity (C). As the current drain of the battery
is increased, losses increase and the amount of
energy recovered is reduced. In contrast, at ex-
tremely low current drains, energy can approach
theoretical expected values. This explains, for
instance, why a primary battery used to its end-
of-life (EoL) in a high-drain application (e.g.,
camera flash) can subsequently be used to power
a quartz clock, requiring much lower current.
The operation of Pb/acid cells involves major

structural reorganization of the electrode active
materials, with dissolution and reprecipitation
of lead sulfate or lead dioxide at each cycle. In
the case of Ni-based batteries, the Cd electrode
also involves a dissolution-precipitation mecha-
nism, whereas the reaction at the MH electrode
takes place in the solid state. For the Ni(OH)2
positive electrode active material, a solid-state
redox reaction involves reversible de-insertion of
H+ from the layered crystal structure with conco-
mitant modification of its stacking sequence (5).
Lithium-ion batteries operate through reversible
(usually topotactic) insertion of Li ions in the
structure of both electrode materials; the most
common materials are graphite for the negative
electrode and layered transition metal oxides or
lithium iron phosphate for the positive elec-
trode (Table 1). Materials operating through
alternative redox mechanisms enabling higher
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energy densities have been intensively inves-
tigated (6) but have not yet reached the com-
mercial stage.
The electrolyte is ideally a chemically inert me-

dium that simply impregnates both electrodes and
the separator to enable ionic transport. Aqueous
electrolytes (either acid or alkaline) are used in
“traditional” battery technologies such as Pb/acid,
Ni/Cd, and Ni/MH. These are, however, unstable
at the operation potentials of Li-ion batteries, and
a mixture of organic solvents (commonly alkylcar-
bonates) is used, typically with 1 M LiPF6 dis-
solved. This adds some complexity to the picture,
because the electrochemistry in these media is
much less developed. The energy separation of
the lowest unoccupied molecular orbital and the
highest occupied molecular orbital of the electro-
lyte (LUMO and HOMO, respectively; Fig. 1B) de-
termines the thermodynamic cell’s electrochemical
stability window.
The electrolyte is crucial in generating stable

electrode/electrolyte interfaces and thus plays a
key role in cycle life (defined as the number of

charge/discharge cycles that a battery can sustain
while keeping a given percentage of its initial
capacity, usually 80%, set as EoL). For the case
of Li-ion technology, electrolyte solvents are un-
stable below ~0.8 V versus Li+/Li and above ~4.5 V
versus Li+/Li in the presence of the electrode ma-
terials, which are strongly reducing/oxidizing.
Consequently, electrolyte solvent degradation reac-
tions take place at the electrode/electrolyte inter-
faces, which often also involve the electrolyte salt
and water impurity traces. The resulting insoluble
products form a solid protective passivation layer
adhering to the surface of the negative electrode
(termed the solid-electrolyte interphase, or SEI)
(7–9). An interphase is also formed at the sur-
face of the positive electrode, sometimes called
the surface layer (SL) to distinguish it from the
one formed at the negative electrode. Thus, cell
operation is made possible through proper pas-
sivation of both electrode surfaces, which enables
successful operation of the electrolytes outside
their thermodynamic stability windows (10).How-
ever, overcharge (supply of charge in excess of that

required by electrode materials) will still lead to
side reactions, such as irreversible electrolyte de-
composition (11) with gas generation.
In aqueous technologies, the operating voltage

is limited by water decomposition; the Pb/acid
battery voltage is higher than that of Ni-based
technologies, owing to a much higher hydrogen
overvoltage. Overcharging leads to water electro-
lysis with formation of oxygen at the positive elec-
trode that can diffuse to the negative electrode
and recombine by reduction at its surface. Thus,
effective battery designs enabling rapid trans-
port of oxygen and recombination efficiencies
close to 100% provide overcharge protection and
enhanced safety (12, 13).

Battery degradation and failure

Although battery operation should ideally entail
the reversible redox reactions mentioned above,
involving exclusively electrode active materials
(or some electrolyte components for Pb/acid and
Ni/Cd; Table 1), the real situation is much more
complex, and additional physicochemical processes

1253292-2 5 FEBRUARY 2016 • VOL 351 ISSUE 6273 sciencemag.org SCIENCE

Fig. 1. Schematics of typical battery cell and
example of energy levels involved. (A) Architecture
of a cell with composite electrodes. (B) Illustration of
the energy levels involved in a Li-ion electrochem-
ical cell. The dashed red, blue, and green lines cor-
respond to the chemical potential of Li in the
negative electrode, the chemical potential of Li in
the positive electrode, and a typical placement for
the voltage window of the electrolyte, respectively.
Voc, open-circuit voltage of the cell; m, chemical
potential. [(B) adapted with permission from (57)]

Table 1. Chemical reactions and performance figures of merit for commercially relevant rechargeable battery technologies.

Technology Electrolyte Overall reaction
Cell

voltage (V)

Specific

energy (Wh/kg)

Operating

temperature (°C)

Pb/acid Sulfuric acid (aq.)* Pb + PbO2 + 2H2SO4 → 2PbSO4 + 2H2O 2.04 30 –25 to +50
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Ni/Cd Alkali hydroxide (aq.)† 2NiOOH + Cd + 2H2O → 2Ni(OH)2 + Cd(OH)2 1.3 50 –40 to +60
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Ni/MH‡ Alkali hydroxide (aq.)† NiOOH + MHx → Ni(OH)2 + MH1–x 1.35 65 –20 to +60
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Li ion LiPF6 (organic solvents) Li1–xMO2 + LixC6 → LiMO2 + 6C 3.6§ 150 to 270|| –30 to +60¶
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Li polymer# Li salt** (polyethyleneoxide) xLi + V2O5 → LixV2O5
†† 3 140 60 to 100

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

*The electrolyte (sulfuric acid, d = 1.27 g/cm3) and electrolyte solvent (water) participate in the reaction, being consumed during discharge and regenerated upon charge.
†Typically a mixture of KOH, NaOH, and LiOH with overall concentration 4.5 to 8 M. NaOH and LiOH are added to improve chargeability through increase of the oxygen release
overpotential. ‡The anode is an alloy, most frequently AB5, where A is a rare earth (mostly mischmetal to limit cost) and B is Ni, Co, Mn, and/or Al. §With graphite
(C) anode and layered transition metal oxide cathode such as LiCoO2 (LCO), LiNi0.8Co0.15Al0.05O2 (NCA), LiNi1/3Mn1/3Co1/3O2 (NMC 1/1/1), or other compositions
containing Ni, Mn, and Co, which exhibit more stable crystal structures upon lithium de-insertion and thus larger capacity. Alternative cathodes such as LiMn2O4 (LMO) or
LiFePO4 (LFP) yield cell potentials of 3.6 V and 3.2 V, respectively, and somewhat (15%) reduced energy densities due to lower specific capacity and lower voltage,
respectively. ||The lower figure corresponds to industrial long-life batteries; the higher figure applies to low-power, limited-life batteries for portable applications. ¶Can
reach somewhat expanded low or high limits in particular applications with specifically designed batteries. #Not to be confused with Li-ion chemistry with liquid electrolyte
embedded in a polymer, sometimes commercially (andmisleadingly) denoted “polymer Li-ion.” **Commonly LiN(CF3SO2)2 (usually denoted LiTFSI). ††More recently,
LiFePO4 has also been introduced as positive electrode material without major change in performance.

RESEARCH | REVIEW



occur that may involve any battery component.
These are obviously dependent on battery chem-
istry, with the number of possible parasitic reac-
tions being enhanced by the number of chemical
elements active or present in the cell. This num-
ber is lowest for Pb/acid batteries (redox pro-
cesses involve lead at both electrodes, and current
collectors are also made of lead) and highest for
Li-ion batteries, which can also comprise a larger
variety of subtechnologies depending on the ac-
tive materials used (Table 1). The type and ex-
tent of such reactions is also affected by the
environment (temperature) and conditions of use
[discharge rate, charge protocol, depth of dis-
charge (DoD), etc.] throughout the battery life-
time. For example, batteries used in uninterrupted
power supply (UPS) units remain in float condi-
tion (compensating any self-discharge of the bat-
tery by constant charge at very low current) and
are normally subjected to a limited number of
cycles during their life, whereas pure hybrid elec-
tric vehicles usually operate at low DoD but in a
partial state of charge, and batteries in fully elec-
tric vehicles or portable electronics function at
high DoD (or charge-depleting mode).
The above-mentioned side reactions can cause

phenomena leading to sudden failure (cell drying,
short circuit, thermal runaway) or can manifest
indirectly via a large variety of symptoms that
contribute to battery “aging” with progressive per-
formance degradation to EoL (14). Sudden failure
is often encountered in Pb/acid 12-V SLI (starting,
lighting, and ignition) six-cell batteries used to
start vehicle internal combustion engines. This
may happen on cold winter mornings, as when
an aged battery with decreased power and
enhanced-viscosity electrolyte is unable to start
an engine that uses a higher-viscosity motor oil.
Yet it can also take place in hot climates, as
when temperature-enhanced corrosion causes
grid short circuits or disconnection. The study
of the origin of such processes is important
for battery calendar-life predictions, but such
research necessarily involves either field trials
or extrapolations from accelerated tests using
suitable models (15). Moreover, Li-ion battery

designs are not always optimized to provide
the longest possible calendar life. Although this
is the case for large batteries used in industrial
applications, smaller ones used in portable elec-
tronics are merely targeted to outlive the de-
vices they power (~3 years for cell phones), and
their designs are optimized for specific energy
(autonomy).
The main generic manifestations of battery

aging are observed both during use and upon
storage: a progressive decrease in capacity (loss
of autonomy) and an increase in internal re-
sistance leading to voltage decay and loss of
power. Cycling generally damages electrode ac-
tive materials’ reversibility, especially at high
DoD (1000 cycles at 100% DoD is a heavier
duty than 10,000 cycles at 10% DoD) (Fig. 2A).
This can be rationalized in terms of the me-
chanical stresses induced by the changes taking
place at the electrode active materials as a
function of state of charge (e.g., intercalation of
lithium ions in a graphite electrode leads to 12%
expansion of graphite along the c axis for a fully
charged electrode). In contrast, interactions
between the active materials and the electro-
lyte are mostly responsible for aging upon stor-
age for Li-ion or MH electrodes. Although both
mechanisms are often considered as additive,
interactions may definitely occur and some ad-
ditional factors (e.g., temperature) can have a
substantial impact, which adds even more com-
plexity to the scenario.
Fast operation rates involve higher losses in

terms of polarization and Joule heating (and
hence a temperature increase). The general trend
is an increase of degradation with temper-
ature (Fig. 2B), the cause being mostly the en-
hanced rate of side reactions involving electrode/
electrolyte interfaces, which take place both
upon cycling and upon storage. This is nicely
exemplified by the results of a study dealing
with SLI Pb/acid batteries sampled from 24 U.S.
cities showing a strong correlation between bat-
tery service life and the number of days per year
with maximum temperature above 32°C (90°F)
(16). The usual way of scientifically analyzing

the influence of temperature is to assume that
side reaction rates follow an Arrhenius law (i.e.,
they increase exponentially with T through a
coefficient linked to an activation energy). Yet
this is no easy task, as several reactions may sim-
ultaneously or successively take place, each with
its own activation energy and rate constant (17).
Performance degradation through battery life-

time is common to all battery technologies and
can evolve at different rates, depending on opera-
tion conditions (temperature, charge/discharge
rate, and voltage operation limits). Still, aging
processes are ultimately rooted in chemical reac-
tions between battery components and are thus
technology-specific. These reactions are complex
and in some cases not fully elucidated. Below,
we outline the currently assessed trends for the
three main rechargeable battery technologies, focus-
ing on main reactions while emphasizing aspects
related to cell design or electrode technology.

Pb/acid batteries

Pb/acid batteries still constitute the largest part
of the worldwide battery market share in terms
of MWh (1). Aside from SLI batteries (60 million
produced each year), they are also used in small
traction vehicles used in airports, golf courses,
industry (forklifts), motorized wheelchairs, and
stationary applications to cover power backup
in hospitals or emergency services and alarms,
among others.
Some of the failure mechanisms for SLI

batteries—by far the most common type of Pb/
acid battery in use today—are simply the re-
sult of mechanical shocks (broken or damaged
containers or terminals including electrolyte
leakage); others depend on use (e.g., electrolyte
dryout due to overcharge) and choice of design
(18, 19). Positive electrode grid corrosion or frac-
ture and loss of contact have been observed, which
can be mitigated by improving corrosion resilience
with the use of Pb-Ca or Pb-Ca-Sn alloys (for the
negative and positive electrodes, respectively) and
through control of grid microstructure to avoid
grain growth in the casting process. It is also
noteworthy that antimony-containing alloys
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Fig. 2. Influence of depth of discharge and temperature on battery performance degradation. (A) Cycle life as a function of DoD for Li-ion cells
operating at 25°C. (B) State of health (SoH, defined as the discharge capacity of an aged cell relative to the discharge capacity of the same cell when it was
new) as a function of time for Li-ion cells cycling at a rate of 1C at different temperatures. [Adapted with permission from (17)]
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used in the positive electrode grids for easier
castability result in corrosion and further migra-
tion of antimony ions to the negative electrode,
which decreases the hydrogen overvoltage and
hence results in decreased chargeability.
Loss of active material adhesion can also take

place, which may lead to short-circuit after sedi-
mentation (mud formation) unless pocket plate
separators wrapping one electrode are used. The
growth of large crystals of insulating lead sulfate
on the negative electrode, concomitant with the
decrease in sulfate concentration in the electro-
lyte, has also been assessed (termed “sulfation”)
(20). Such crystals exhibit very slow reaction kin-
etics that may not enable operation. This issue
can be alleviated by addition of higher amounts of
carbon to the electrode to enhance electronic con-
ductivity, but still restricts the application of Pb/
acid batteries in hybrid electric vehicles (HEVs) (21).
In addition, large industrial Pb/acid batteries

used in UPS or stationary applications may suf-
fer from electrolyte stratification (development
of a vertical sulfuric acid concentration gradi-
ent) (22), which can result in nonuniform usage
of the active material and is mitigated by set-
ting the battery to deliberate gassing during
extended overcharge. Finally, because recombi-
nation efficiency never reaches 100%, there is
a progressive loss of water and dryout of the
electrolyte, which enhances recombination cur-
rent and in turn heat emission, which can
ultimately result in thermal runaway for valve-
regulated aged batteries.

Nickel-based batteries

There are two main Ni-based battery technolo-
gies widely used in different applications: Ni/Cd
and Ni/MH. Globally, Ni/Cd sales decreased by
6% per year between 2002 and 2012 while Ni/
MH increased by 5% per year in the same period.
Both types of battery are fabricated as small
sealed cylindrical cells for portable applications
and as large prismatic cells or modules for indus-
trial applications. Although small Ni/Cd cells are
no longer in use for portable devices because of
the toxicity of cadmium and the difficulty of col-
lecting them for recycling, they are still used for
emergency lightning units (ELUs) as they can
withstand 4 years floating at 40° to 55°C better
than other chemistries. Industrial Ni/Cd batteries,

either flooded (with excess electrolyte) or needing
low maintenance (occasional addition of water to
compensate for electrolyte consumption), are re-
nowned for their very long life—up to 20 years—
and reliability in either cycling or standby ap-
plications. This is related to the very reversible
electrochemical reactions, excellent stability of the
active materials, and very small number of side
reactions (which allows extremely low fading even
at 100% DoD) and to the existence of commercial
batteries with robust design that can withstand
mechanical abuse. Small Ni/MH batteries are
used in home appliances (cordless phones, toys)
and are starting to be used for ELUs, whereas
larger cells are used in hybrid vehicles such as
trams, buses, and cars (such as the Toyota Prius),
where their absence of maintenance is a key ad-
vantage compensating for their higher cost.
The operation in concentrated alkaline elec-

trolyte in oxidizing medium (presence of oxygen
when the cell is charged) leads to decomposi-
tion of organic polymers present in the cell (sep-
arator, fibers, binder) and formation of carbonates
in electrolyte, which decreases its ionic con-
ductivity and hence the performance. Moreover,
alkali carbonates have a limited solubility and
can precipitate, which would enhance this effect.
Degradation phenomena at the positive Ni

electrode are largely dependent on the electrode
technology. Indeed, the insulating character of
Ni(OH)2 (usually also alleviated by partial nickel
substitution for cobalt and zinc) results in con-
ducting additives being essential. Sintered plates
are made of sintered nickel particle substrates on
which the active nickel hydroxide material is de-
posited by chemical precipitation or by electro-
chemical reduction of nickel nitrate solutions.
These are thus very conducting, as the active
material is always in contact with the metallic
substrate that also acts as current collector.
Nonetheless, such electrodes are more expen-
sive to manufacture, and they sacrifice capac-
ity on a weight and volume basis. Alternatively,
electrodes pasted on a metal foam, mesh, or
sheet require the use of a plastic binder and con-
ducting cobalt oxide and hydroxide additives, com-
monly added by simple mixture with the nickel
hydroxide active material particles or coating their
surfaces. Yet such cobalt-containing phases do
chemically evolve and are irreversibly reduced

upon battery operation, which brings about a
decrease in the electrode conductivity.
With respect to the cadmium negative elec-

trode, crystal growth can be promoted at the
expense of nucleation under certain cycling and
storage conditions, which results in a reduced
active electrochemical surface and lower effi-
ciency. In contrast, a pulsed charging mode is
associated with long rest periods that can result
in the growth of cadmium particles (metalliza-
tion), which may cross the separator and induce
soft shorts (nonviolent short circuits perceived by
the user as high self-discharge).
Degradation of the negative electrode in the

Ni/MH technology takes place mainly through
two related processes (23–25). These involve
corrosion of the alloy active material through
surface reaction with the alkaline electrolyte
and further pulverization due to stresses in-
duced in the structure by hydrogen absorption/
desorption upon cycling (Fig. 3). Fracture ex-
poses new fresh electrode surfaces and corrosion
proceeds, consuming water from the electro-
lyte, which results in cell dryout and enhanced
resistance. Therefore, Ni/MH batteries under
normal use conditions exhibit the same pro-
gressive aging linked to the positive electrode,
and additionally a gradual increase of the in-
ternal resistance related to corrosion of the
negative electrode. Such corrosion processes can
lead to insoluble (mostly metal hydroxides) or
soluble products, which can then interact with
the positive electrode. For instance, incorpora-
tion of aluminum into the crystal Ni(OH)2 lat-
tice results in an increase of the nickel oxidation
potential and hence reduced charge acceptance.
Aluminum content in the positive material is
commonly taken as a measure to assess the cor-
rosion level of the negative material (26).
Nickel-based batteries suffer from what is

commonly termed “memory effect,” which man-
ifests in discharge taking place at a lower po-
tential or, if a cutoff potential for discharge is
set, as a loss of discharge capacity (27). This
effect results from the combination of differ-
ent phenomena that are dependent on electrode
technology and battery operation conditions, all
entailing the modification of phase composition
at the electrodes causing operation at lower po-
tential. One phenomenon is cadmium alloying
with a nickel-containing electrode substrate
(sinter or foam) to form the Ni5Cd21 alloy,
which is reduced at lower potential than Cd.
Alternatively, the phase present in the positive
electrode in the charged state (b-NiOOH, which
exhibits a layered structure) can, upon overcharge
in concentrated electrolyte, be transformed to
the g polymorph, which exhibits a higher nickel
oxidation state and co-intercalated alkaline ions
and water molecules from the electrolyte in the
interlayer space. The reduction of this phase
takes place at 70 to 100 mV lower potential than
that of the b phase. Finally, in electrolytes con-
taining Li+ ions (Table 1), exchange with protons
in the positive electrode active material can take
place with formation of LiNiO2 (isostructural to
b-NiOOH). Again the effect is reduction at lower
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Fig. 3. Scanning electron micrographs of electrode cross sections. (A) Before cycling; (B) after
100 cycles. These images (magnification 1000×) show that the active material surface exposed to
electrolyte is much larger on cycled cells, which in turn enhances the corrosion rate.
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potential, which is magnified at high currents
because of a difference in reaction kinetics.
Finally, b-NiOOH is metastable, and proton re-
arrangements in the crystal structure upon pro-
longed storage can result in reduced electronic
conductivity, which enhances ohmic polariza-
tion. Because the above-mentioned reactions
are mostly reversible, the memory effect can be
suppressed through a full discharge to low
potential to promote full reduction of all in-
volved phases prior to complete recharge.

Li-ion batteries

Li-ion batteries have now been in commercial
production for 25 years. Their development, in
parallel with the growth of the consumer elec-
tronics market, is a striking example of synergy
—an application-driven product with constant
research-driven improvements in performance.
This has enabled diversification of the technol-
ogy into several subfamilies tailored to meet
application needs. The ever-increasing energy
density has sometimes been outpaced by prac-
tical requirements, as for cell phones requiring
continuous operation/connection and large dis-
play screens. Transport (xEV) applications are
especially challenging because the energy den-
sity determines the vehicle autonomy range but
safety constraints force some compromises that
affect the choice of specific electrode materials,
cell designs, and battery management. Lifetime
performance is crucial, and U.S. Advanced Battery
Council (USABC) goals involve the extension of
battery life to 15 years. In this context, identifica-
tion of the causes of battery degradation is critical,
and research efforts in this direction have recently
intensified.
Li-ion batteries under normal use conditions

do exhibit progressive aging, namely gradual
decrease in discharge capacity caused by growth
of internal resistance, which manifests as a loss
of autonomy for the powered device. Such phe-
nomena (28–30) arise from the combination of
some general mechanisms with reactions spe-
cific to the particular electrode materials used
in each Li-ion battery chemistry. Although the
choice is more limited on the negative electrode,
enlisting almost exclusively graphite, the positive
side involves a larger spectrum of compounds
(Table 1).
Capacity decrease for positive electrodes is pa-

rallel to enhancement of internal resistance,
except for LiFePO4, which exhibits lower oper-
ation voltage. This can be due to different in-
terrelated phenomena such as decreased ionic
conductivity or modification of surface prop-
erties as well as reactivity with the electrolyte.
Overcharging the positive electrodes, especially
those operating at higher voltage, can lead to
gas release from electrolyte oxidation as well as
oxygen loss from the crystal structure of layered
LiMO2 oxides. This causes both degradation of
the active material and an increase in cell in-
ternal pressure. In addition, as a result of the
absence of recombination mechanisms, the reac-
tion of emitted oxygen with the electrolyte rep-
resents a safety concern. The rate of solvent

oxidation is related to the operating voltage but
depends as well on the composition and surface
area of the active material. Furthermore, it is also
largely affected by the surface area of the carbon
additives commonly used to enhance electronic
conductivity in the electrode. Finally, some pos-
itive electrode active materials may also suffer
from partial dissolution. This can be related to
specific operation conditions (i.e., high temper-
ature) or reactivity with HF (31), which is formed
by LiPF6 hydrolysis with trace water impurities
and can be temporarily present in the cell prior
to its reaction to form LiF and hydrogen at
the negative electrode upon charge. Metal ions
(Fe3+, Mn2+, Co3+) present in the electrolyte can
be reduced in contact with the negative elec-
trode, damaging the SEI, and can further cat-
alyze electrolyte decomposition.
The two major factors contributing to loss of

negative electrode performance are SEI instability
and lithium metal plating. Lithium deposition
may occur at high charge rates (and thus high
polarization, enabling the Li metal deposition
potential to be reached) or low operation tem-
peratures (16, 32). At low temperature (<10°C),
the diffusion of Li+ ions inside the graphite
structure becomes slow, and Li metal deposi-
tion on the surface of the negative electrode can
take place with risk of dendrite formation and
short circuit. In addition, deposited Li reacts to
form its own SEI, consuming electrolyte and
lowering the interface porosity, thereby creating
inhomogeneities in the electrode. As a result,
the cell exhibits both decreased power (due to
slower kinetics) and lower capacity (due to loss
of active lithium ions in the cell).
An optimal SEI (ionically conducting, elec-

tronically insulating, and mechanically resilient)
that is stable both upon cycling and storage is
critical to long calendar life (33–35). Typical SEI
degradation pathways are partial dissolution at
high temperature or crack formation due to me-
chanical stresses inherent to electrode operation.
These result in exposure of fresh naked graphite
surfaces to the electrolyte onwhich an additional
SEI grows, consuming electrolyte and enhancing
electrode resistivity. The thermal breakdown
of the SEI commonly starts around 110°C, well
below exothermic positive electrode degradation
reactions that take place above 200°C and can
ultimately yield to thermal runaway (36, 37). SEI
properties are extremely composition-dependent
and are thus determined by the electrolyte used.
This explains why most commercial battery elec-
trolyte formulations are complex and commonly
enlist some film formation additives (such as
vinylene carbonate) (38). The SEI is formed in
the first battery operation cycles (commonly
called formation cycles) that are the final step
of the manufacturing process, and is usually
accompanied by the release of gaseous decompo-
sition products. These cycles are usually per-
formed under specific temperature and cycling
rate conditions to minimize the electrochemical
capacity involved and commonly result in irre-
versible consumption of ~15% of the active lith-
ium ions initially present in the cell. Thus, they

have a substantial impact on cell capacity bal-
ancing (i.e., optimization of the ratio between the
mass loadings of the two electrodes) for optimal
use of active materials and hence affect the
maximum achievable cell energy density. In an
ideal scenario, this capacity balance would not
change over the cell life, but this is seldom
strictly the case, as it is modified by most of
the aging processes mentioned above (Fig. 4)
(39–41). Aside from lower energy density, un-
balanced cells can exhibit safety hazards due to
“overcharge” of the limiting electrode, which in
the case of the negative electrode will typically
result in lithium metal deposition. To address
this contingency, cells are in practice built with an
excess of negative active material. This is a com-
promise strategy to enhance safety at the expense
of cell energy density.

Battery monitoring and diagnosis

The users’ requirement of permanent knowledge
of the remaining battery autonomy (or state of
charge, SoC) and state of health (SoH, a term
applied to diverse battery indicators, with 100%
corresponding to the battery ideal condition in
absence of degradation) can only be fulfilled
through adequate battery diagnosis protocols based
on the identification and monitoring of critical
parameters.
The simplest diagnostic system (the “magic

eye”) can be found for the Pb/acid technology,
in which the electrolyte density varies between
the fully charged and discharged states (typi-
cally from ~1.27 g/cm3 to <1.1 g/cm3 in SLI bat-
teries). It consists of three colored (green, orange,
and black) small balls with different densities
that are immersed in the electrolyte. Battery
status is inferred through a window in the bat-
tery cover by the color of the floating ball, which
is determined by the electrolyte density and
thus SoC. In this case, diagnosis is achieved by
human intervention, is limited to three prede-
fined levels, and does not involve any data stor-
age. Li-ion batteries lie at the other extreme in
complexity of monitoring and diagnosis pro-
tocols. For cells using layered cathodes, the
discharge curve at different temperatures is
precisely known and the SoC is extrapolated
from the cell voltage measured in rest periods or
discharges at low current. However, more sophis-
ticated procedures are required for LiFePO4, as it
exhibits a flat voltage discharge curve. In all
cases, sensors are typically implemented at the
cell level to monitor voltage, current, and tem-
perature. Data acquired are transferred, stored,
and analyzed through a battery management sys-
tem (BMS). These systems started to be developed
at the beginning of the 1990s by Texas Instru-
ments, Ericsson, and Motorola and consist of
electronic cards with specifically designed diag-
nosis and active control algorithms based on
battery operation models (42). The fabrication
quality of the cells or packs, and the knowl-
edge of their behavior in every application en-
vironment, is crucial for building reliable models
that can be successfully implemented in BMSs
to manage battery operation. Such models rely
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on results of testing under different working
conditions (temperature, discharge rate, DoD,
charge protocol, etc.) and analysis of incremental
capacity (43, 44) or differential voltage (45–47),
and their use is compulsory to guarantee battery
safety and ensure as long a cycle life as possible.
High-precision coulometry and calorimetry

have recently proved to be very effective to detect
side reactions contributing to performance deg-
radation (48, 49). Yet battery aging and failure
mechanisms result from various interrelated pro-
cesses at diverse time scales, so their complete
elucidation and understanding remains a com-
plex and challenging target. Although research-
ers will take advantage of the benefits in situ and
in operando techniques (50), the practical rel-
evance of the outcome needs to be assessed as
the test cells are designed to meet analytical re-
quirements (in terms of geometry, size, etc.) and
may not be representative of real batteries. Test-
ing of aged electrodes in newly assembled cells
(51) coupled to postmortem studies to probe
any battery component sampled from distrib-
uted cell/electrode locations can provide crit-
ical information, especially if a wide spectrum
of complementary experimental techniques is
used (elemental analysis, optical and electron
microscopy, diffraction, nuclear magnetic reso-
nance, infrared, Raman, x-ray photoelectron
spectroscopy, etc.) (52–56).
Overall, a smart combination of all such ap-

proaches is essential to elucidate the reaction
mechanisms accounting for the observed loss in
performance upon operation. This knowledge
is crucial to developing reliable realistic opera-
tion models, which in turn will synergistically con-
tribute to the development of batteries with
optimized calendar life.

Conclusion

Although the growth in our understanding of
the structure-property relationships of electrode
materials has enabled steady progress in battery
performance, especially in the case of Li-ion
technology, the study of aging and failure mech-
anisms has developed at a much slower pace.
This is mostly due to their intrinsic complexity,

as batteries are multicomponent chemical re-
actors that can differently evolve through their
lifetime depending on their specific design, en-
vironment, and operation conditions.
Research efforts in this direction have recently

intensified as a result of two different factors:
(i) the progressive improvement of available ex-
perimental and modeling characterization tools
coupled to the fundamental knowledge gained
through materials research, and (ii) the need and
opportunity for batteries to embrace larger-scale
energy storage, for which durability is critical
per se and also has a direct impact in appli-
cation costs. Aside from progress in materials
performance and tailored cell design, improve-
ments in the understanding of the mechanisms
underpinning battery degradation are required
for enhanced xEV market penetration and for
the widespread deployment of stationary elec-
trical energy storage to enable a more efficient
grid in the years to come.
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STEM CELLS

Hair follicle aging is driven by
transepidermal elimination of stem
cells via COL17A1 proteolysis
Hiroyuki Matsumura,1* Yasuaki Mohri,1* Nguyen Thanh Binh,1,2* Hironobu Morinaga,1

Makoto Fukuda,1 Mayumi Ito,3 Sotaro Kurata,4 Jan Hoeijmakers,5 Emi K. Nishimura1†

Hair thinning and loss are prominent aging phenotypes but have an unknown mechanism.
We show that hair follicle stem cell (HFSC) aging causes the stepwise miniaturization
of hair follicles and eventual hair loss in wild-type mice and in humans. In vivo fate
analysis of HFSCs revealed that the DNA damage response in HFSCs causes proteolysis
of type XVII collagen (COL17A1/BP180), a critical molecule for HFSC maintenance, to
trigger HFSC aging, characterized by the loss of stemness signatures and by epidermal
commitment. Aged HFSCs are cyclically eliminated from the skin through terminal
epidermal differentiation, thereby causing hair follicle miniaturization. The aging
process can be recapitulated by Col17a1 deficiency and prevented by the forced
maintenance of COL17A1 in HFSCs, demonstrating that COL17A1 in HFSCs orchestrates
the stem cell–centric aging program of the epithelial mini-organ.

T
issues and organs undergo structural and
functional declines due to aging (1). Many
different hypotheses have been proposed to
explain tissue aging as well as organism
aging (2–7). Genes involved in aging phe-

notypes and/or organism longevity have been
reported (8–11), yet the exact mechanism(s)
underlying tissue aging is poorly understood.
Accumulation of DNA damage has been im-

plicated in tissue aging (12, 13). Replication errors,
reactive oxygen species, eroded telomeres, and
chromosome breaks represent sources of endog-
enous DNA damage. Typical aging phenotypes,
including hair loss and graying, are accelerated
by intrinsic genomic instability in individuals with
prematureaging syndromes (progeroid syndromes)
and their mouse models (14–16), as well as by
extrinsic genomic instability such as by ionizing
radiation (IR) (17, 18). Tissue decline due to ge-
nomic instability has been explained by cellular
senescence or apoptosis (14, 19, 20). However, ty-
pical senescent cells are not readily induced in
tissues simply with genomic instability (18), but
appear in premalignant lesions such as carcinogen-
induced papilloma and melanocytic nevi in the
skin (21, 22). Aging-associated changes in stem

cells (stem cell aging) are currently recognized
as one of the hallmarks of aging (7); however, the
fates of those aged stem cells in aging tissues, the
impact of DNA damage in their fate, and the
roles of stem cell aging in the tissue and organ
aging process are still largely unknown.
Hair follicle stem cells (HFSCs), which reside

in the bulge/sub-bulge area of the hair follicle
(HF), sustain cyclic hair regrowth over repeated
hair cycles (23–26) (fig. S1A). It has been reported
that mouse HFSCs generally do not display ap-
parent decline (27), butwith aging, hair cyclewaves
slow down and display imbalanced cytokine sig-
naling in HFSCs, as well as diminished colony-
forming capability in vitro (28–30). On the other
hand, mammals that live longer lose their hair
and HFs with age (31, 32). In this article, we de-
scribe the stepwise dynamics of mini-organ aging
of HFs and provide mechanistic links from DNA
damage and stem cell aging to eventual hair loss
phenotype, with evidence for the existence of a
tissue and organ aging program.

Aging-associated thinning hair
and hair loss

The HF is a mini-organ of the skin that is spe-
cialized to grow hair (fig. S1A). To understand
aging-associated hair loss in genetically defined
mammals, we studiedHF aging inwild-typemice.
Aged C57BL/6 mice show diffuse and symmetric
patterns of hair thinning on the back (Fig. 1A) that
typically become apparent on the dorsal-most
area of the neck and the trunk, with formation of
a patchy or linear hair loss pattern and distal
spreading toward the flanks (Fig. 1B). Hair thin-
ning in C57BL/6Nmice is sometimes apparent as
early as 16 months after birth, but usually ap-
pears at around 18 months of age and becomes

conspicuous by 24 to 28 months. Those mice
show amore advanced phenotype after hair dep-
ilation (18 to 31 months; n = 6 mice) (fig. S1B),
indicating that cyclic hair regeneration acceler-
ates HF aging. Notably, the areas with greatest
hair loss never grow hair even with hair cycle
inducers (fig. S1C), indicating that they have lost
hair cycle waves. Histological analysis of the skin
revealed a significant decrease of HF numbers
later than 12 months of age (Fig. 1, C and D) and
the miniaturization of HFs with reduction of
dermal thickness (Fig. 1, C to G, and fig. S1D). We
classified the chronological HF changes typically
seen in affected skin areas into five different
stages, judging from the level of HF miniaturiza-
tion (proportional shortening of the permanent
portion) and the presence or absence of dermal
papillae, sebaceous glands, and the infundibu-
lum (Fig. 1, E and F, and fig. S1E). Cyst formation
was also found occasionally in the bulge/sub-bulge
area of HFs, often with the loss of dermal papillae
(fig. S1F).More advanced stages ofHFswere found
in older mice (Fig. 1G) more frequently on the
dorsal-most areas with advanced hair thinning
(Fig. 1, A to C, and fig. S1C). Thus, we concluded
that HF aging proceeds progressively in a step-
wise manner with distal advancement once ho-
meostatic maintenance starts failing.

Stem cell dysregulation precedes
HF miniaturization

To gain insight into the homeostatic machinery
regulatingHFaging,wehypothesized that changes
in HFSCs, which generate all kinds of HF kera-
tinocytes (23, 24, 33), may underlie the aging-
associated structural and functional decline of
themini-organ. We examined the expression of
HFSC markers, including CD34, S100A6 (34, 35),
and keratin 15 (Krt1-15/K15) (33), using immu-
nohistochemistry. Whereas bulge cells in young
HFs expressed those markers, they were reduced
in number in agedHFs (Fig. 1H and fig. S2A). This
was prominently seen in areas of hair thinning
and loss (HL), where HFs showed variable levels
of miniaturization with reduced numbers of HFs,
but were more sparse in the surrounding less-
affected hairy (H) areas (Fig. 1, C and H, and fig.
S2, A to F). Next, we tested the expression of key
genes involved in HFSC maintenance, including
LHX2, SOX9, and COL17A1 (36–39). Analysis of
the signal intensity and expression-positive cell
number showed that those molecules are often
decreased or even undetectable in stage I and II
HFs of agedmice (24 to 26months) (Fig. 1, I to K,
and fig. S2G), indicating that the down-regulation
of HFSC signature molecules precedes HFminia-
turization andhair loss during physiological aging.
Interestingly, the distribution of the reduced level
of COL17A1 was restricted to the basementmem-
brane zone or was undetectable in those HFs (Fig.
1I). Further histological analysis of the HF aging
process indicated that individual HF components
are well maintained in early stage HFs, even
with some reduction of HFSC marker expression,
but are diminished in a stepwise, regular, and pro-
portional manner once HFs initiate the miniaturi-
zation process with the reduction of mesenchymal
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Fig. 1. Aging-associated hair thinning and loss is preceded by loss of the HFSC signa-
ture and HF miniaturization. (A to G) Aging-associated hair loss and HF miniaturization
in C57BL/6 wild-type mice. (A) Representative images of young (8 weeks) and aged
(28 months) mice. Dashed lines indicate HL areas and surrounding H areas. (B) The hair
loss is typically found on the dorsal-most area of the neck and the trunk of aged mice
(>18 months). The HL areas extend distally in a diffused manner. (C) Representative
histology of the dorsal skin from young (8 weeks), middle-aged (12 months) and aged

(24 and 34 months) wild-type mice by hematoxylin and eosin (H&E) stain.The miniaturized HFs are indicated by arrows. (D) HF number per mm. (E) Simplified
schematic of the HF structure at telogen phase. HS, hair shaft; IF, infundibulum; SG, sebaceous gland; JZ, junctional zone; Bg, bulge; SBg/HG, sub-bulge/
hair germ; DP, dermal papilla. (F) Staging of chronological HF aging. Representative histological images at different HF stages are shown. Stage I, HF with
standard structure and size; Stage II, shortened (miniaturized) HF with proportional size and structure, including DP and Bg; Stage III, miniaturized HF
with complete loss of the DP; Stage IV, miniaturized HF retaining sebaceous glands (SG) with loss of HF bulge (Bg) and hair shaft; Stage V, complete
disappearance of HFs, occasionally with mild fibrosis (FB). (G) Number of each HF stage per mm; >100 HFs from multiple samples were examined for each
group. (H to K) Reduction of HFSC markers with chronological aging in mice. (H) Immunofluorescence (IF) images with the HFSC marker CD34 at 8 weeks
and at 24 months of HL and H areas. (I) IF images of Stage I HFs at 8 weeks, 16 months, and 24 to 26 months for COL17A1, LHX2, and SOX9. (J) Quantitative
analysis of fluorescence intensity of COL17A1, K15, and S100A6 in bulge areas of 8-week-old, 16- to 18-month-old, and 24- to 25-month-old mice; several HFs
(>5) at Stage I and II from each group were examined. N = 3 mice for each group. (K) Quantitative analysis of the number of LHX2+ and SOX9+ nuclei in
bulge cells of 8-week-old, 16-month-old, and 24-month-old mice. (L) FACS analyses of the CD34highITGA6highSCA-I– fraction to detect HFSCs in young (8 weeks)
and in aged (28 months) mouse skin. Although 28-month-old hairy skin maintains the HFSC fraction similarly to 8-week-old mouse skin, 28-month-old HL
areas show a significant reduction of the CD34highITGA6highSCA-I- fraction. Error bars, mean ± SEM; *P < 0.05; **P < 0.01; ***P < 0.001 (Student’s t test).

RESEARCH | RESEARCH ARTICLE



cells, including dermal papilla cells (fig. S2, B
to F). Furthermore, fluorescence-activated cell
sorting (FACS) analysis of the HFSC fraction
(CD34highITGA6high) (40) showed that the cellular
ratio is apparently diminished in HL areas but not
in H areas, where reduction of CD34-expressing
cells was already detectable in tissue sections
(Fig. 1L and fig. S2A, H, and I). Taken together,
these data demonstrate that aging-associated
hair loss and the underlying HF miniaturization
and loss are preceded by the dysregulation in
HFSCs characterized by their loss of HFSC sig-
natures during physiological aging.

Epidermal differentiation of HFSCs
drives HF miniaturization

To characterize the mechanism(s) of the aging-
associated HFSC dysregulation and depletion,
we examined the expression of different cell fate
markers, including those for cell death and cel-
lular senescence, in aging tissues. However, we
did not detect any significant increase in mark-
ers for apoptosis or cellular senescence (fig. S3),
indicating that cell death and cellular senescence
are not likely to be the major fate of HFSCs
during HF aging. Next, to investigate the pos-
sibility that aged HFSCs may leave the niche
and change their fate, we traced the fate of HFSCs
during physiological aging using K15-CrePR;CAG-
CAT-EGFP mice (Fig. 2). We treated those mice
with RU486 at 7 weeks of age to genetically tag
HFSC-derived cells with green fluorescent protein
(GFP) and then analyzed the fate of HFSC-derived
cells during the process of hair cycle progression
(Fig. 2A). In young mice, GFP+ cells, which are
originally localized in the bulge area of resting
HFs, formed the lower permanent portion to
grow each hair during hair cycle progression. In
contrast, in presenile mice as early as 16 months,
they became distributed in the junctional zone
(JZ) located above the bulge area, then in the
suprabasal epidermis, and eventually on the skin
surface (Fig. 2B). This indicates that aged HFSC-
derived progeny migrate up toward the skin
surface through the JZ and the epidermis without
renewing themselves in the niche upon induction
of a hair cycle. Interestingly, those HFSC-derived
GFP+ cells ectopically express the epidermal dif-
ferentiation markers keratin 1 (Krt1/K1) and its
partner keratin 10 (Krt10/K10), both of which are
normally expressed by suprabasal cells in the in-
terfollicular epidermis (IFE), even in the niche
(Fig. 2, B and C, and fig. S4, A and B). They also
expressed other epidermal differentiation mark-
ers, including involucrin, ectopically in the JZ,
where they coexpressed the JZ keratinocytemark-
er LRIG1 (Fig. 2, D and E). Those cells are often
connected to each other showing a string-like
distribution mostly within the suprabasal layer
of the JZ and in the epidermis. This indicates
that aged HFSCs that committed to epidermal
terminal differentiation concomitantly leave the
niche to collectively migrate to the suprabasal
layer of the epidermis upon their activation at an-
agen. A similar elimination of LacZ-tagged HFSCs
from the niche was observed using K15-CrePR;
Rosa26Rmice at 16months but not in youngmice

(12 weeks) (Fig. 2F). HF differentiation markers,
such as AE15, were not found in keratinocytes in
the bulge area of aged HFs (fig. S4C). These data
demonstrate that aged HFSCs have committed
to epidermal terminal differentiation and kerati-
nization to be eliminated from the stem cell pool
and the skin (Fig. 2G).
To understand the mechanism of epidermal

differentiation of HFSCs, we performed micro-
array gene expression profiling of theHFSC fraction
(CD34highITGA6high) of mouse dorsal skin contain-
ing either resting (telogen) or activated (anagen)
HFs (tHFSCs or aHFSCs, respectively) from young
(8 weeks) and from aged (24 to 25 months) mice
(fig. S5). As shown in fig. S6, A and B, gene set
enrichment analysis (GSEA) of the transcriptomes
of young and agedHFSCs showed that the general
stemness gene expression signature,which ismain-
tained in young mice, is significantly abrogated
in both tHFSCs and aHFSCs in aged mice. An-
alysis of mRNA expression of individual HFSC
signature genes also showed some reduction in
the tHFSC fraction (fig. S6C). Then we compared
the transcriptome data of young and agedHFSCs
in activated HFs with those from the IFE by
hierarchical clustering. The heatmap shows that
aHFSCs from aged mice show significant sim-
ilarity to the IFE (fig. S6D). Gene Ontology (GO)
analysis of the transcriptome also revealed that
aged aHFSCs show significant induction of genes
related to epidermal keratinocyte differentiation
(Fig. 2, H and I). Microarray, quantitative reverse
transcription polymerase chain reaction (QPCR),
and immunohistochemical analysis all showed
that NOTCH1 (41, 42) and c-MYC, key factors for
epidermal differentiation (43), are induced in aged
HFSCs at anagen phase (Fig. 2J and figs. S6E and
S7). Moreover, down-regulation of Fbxw7, which
encodes a ubiquitin ligase for c-MYC andNOTCH1
(44, 45), was also found in agedHFSCs (Fig. 2J and
fig. S6E). As overexpression of c-MYC or NOTCH1
intracellular domain (NICD) in basal keratinocytes
of mice induces the epidermal differentiation of
stemcells and their eventual depletion (41, 42) and
Fbxw7 deficiency in mice induces keratinocyte
differentiation (45), the excessive induction of c-
MYC and NOTCH1 in aged HFSCs is most likely
to cause the epidermal differentiation of aged
HFSCs upon their activation.

Sustained DDR in HFSCs by aging

To understand the underlying mechanism(s) for
the commitment of aged HFSCs to epidermal dif-
ferentiation,we performedGOanalysis andGSEA
for quiescentHFSCs in resting tHFSCs fromyoung
versus agedmice. This analysis revealed that genes
involved in cellular stress responses, including
DNA damage response (DDR), are enriched in
aged HFSCs, whereas genes involved in DNA re-
pair execution are conversely enriched in young
HFSCs (Fig. 3, A to C). These data suggest that
aged quiescent HFSCs are responding to accumu-
lating DNA damage that has not been repaired.
Indeed, comet assays, a method to evaluate DNA
damages, of the sorted agedHFSCs in restingHFs
show a significant comet tail moment indicative
of DNA strand breaks (Fig. 3, D and E), demon-

strating that DNA damage accumulates in HFSCs
during aging.
Because premature hair loss can be induced by

exogenous genomic stress such as exposure to
IR, as well as by endogenous genomic instability
in progeroid syndromes (12, 15, 46–48), we first
investigated whether HFSCs are responding to
accumulating DNA damage in HFSCs and then
whether the DDRmediates their epidermal com-
mitment. We found that the formation of g-H2AX
foci (a marker of DDR representing sites of DNA
strand breaks) was significantly increased in
bulge/sub-bulge keratinocytes in resting HFs
(telogen) from aged mice (Fig. 3, F and G, and
fig. S8A) and was even greater in more advanced
HL areas (fig. S8B). Because DDR is usually in-
duced only transiently just after the induction of
DNA damage, the sustained DDR in quiescent
HFSCs is a notable event. Notably, the in-
creased number of foci was found not only in
K15+ cells but also in adjacent K15– cells in the
bulge and sub-bulge area (Fig. 3F), suggesting
that quiescent HFSCs lose their stem cell sig-
nature after sustained DDR. Thus, the sustained
DDR in HFSCs is likely to be an early sign of
HFSC aging, which precedes the loss of the stem
cell signature. Furthermore, we found that hair
cycling induction itself is sufficient to induce
abundant DNA damage foci formation in renew-
ing HFSCs (fig. S8C), indicating that physiolog-
ical hair cycling itself generates DNA damage in
HFSCs. More DNA damage foci were found in
remaining bulge keratinocytes in hair loss areas
on the dorsal-most area comparedwith surround-
ing less-affected areas (fig. S8B), often with re-
duction of HFSCmarker expression in those cells.
These data suggest that the accumulation of un-
repaired DNA damage in tHFSCs over anagen
phase causes the HFSC-aging state that is char-
acterized by their loss of the HFSC signature with
sustainedDDR and their epidermal commitment.
Wnt signaling drives hair cycle induction and

maintenance (49), and the persistent activation
causes DDR in HFSCs (50), whereas inactivation
of Wnt signaling has been implicated in male-
pattern baldness [androgenic alopecia (AGA)]
(51). To investigate the possible involvement of
Wnt signaling in HFSC aging, we performed
GSEA for tHFSCs from young versus aged mice
and found that Wnt signaling is less activated
in aged tHFSCs than in young tHFSCs (fig.
S9A), but it was not significant with aHFSCs as
well as with immunostaining (fig. S9, B to D).
Therefore, we concluded that HF aging is not
simply explained by altered Wnt signaling, yet
Wnt signaling is likely to indirectly mediate the
accumulation of DNA damage via replicative
stress in HFSCs.

Genomic instability accelerates
HFSC aging

Because sustained DDR is found in quiescent
HFSCs during aging, extrinsic genomic instability,
such as that caused by IR, or by intrinsic instability
byDNA-repair–deficient, progeroidmutationsmay
cause similar changes in HFSCs. Indeed, the loss
and reduction of HFSC signatures was induced
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after exposure of the skin to 10-Gy (gray) irradiation
(IR), which induces sustained DNA-damage foci
formation in HFSCs, even in young mice (fig. S10).
Genetic fate-tracing studies of HFSCs in irradiated
mice (fig. S11A) showed that the expression of K1
was induced in HFSC-derived LacZ+/GFP+ kera-
tinocytes in the permanent portion of HFs, in-
cluding the bulge, isthmus JZ, and infundibulum
within 1 week after hair cycle induction by 10-Gy
IR (fig. S11, B and C). These data indicate that
genomic stress is sufficient to induce the epi-
dermal commitment of quiescent HFSCs. Fur-
thermore, those K1+LacZ+ cells often showed a
string-like distribution from the upper portion

of HFs to the overlying epidermis, including from
the suprabasal to the uppermost layer, which is
desquamated at 1 week or later (fig. S11, B and C).
Furthermore, excessive expression of c-MYC and
NOTCH1, key drivers of epidermal differentiation,
were also induced in K15+ bulge keratinocytes in
irradiated mice at 3 days after hair cycle induc-
tion (fig. S12). Coupled with the epidermal dif-
ferentiation of HFSCs and their migration toward
the epidermis, HF miniaturization was trig-
gered (fig. S13, A to C). These data indicate that
genomic stress causes HFSC dysregulation which
closely mimics physiological the “HFSC aging
state” characterized by sustainedDDR in HFSCs,

loss of HFSC signatures, and their epidermal
commitment.
We founda similarphenomenonwithXPDTTD/TTD

mutant mice, a progeroid mouse model for hu-
man DNA repair syndrome trichothiodystrophy
(TTD) (52, 53). Thosemice also show a diffuse pat-
terned hair loss that starts from the dorsal neck
area (fig. S13D) and a reduction of HFs by HF
miniaturization, thinning of the skin, and cyst for-
mation in hair loss areas (fig. S13E), as was seen in
aged mouse HFs. XPDTTD/TTD mutant mice also
show similar sustained formation of g-H2AX foci
and loss or reductionofHFSC signature expression
(fig. S13F). These data demonstrate that HFSCs
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Fig. 2. Epidermal differentiation of aged HFSCs underlies the stepwise progression of HF aging.
(A) Experimental design for genetic fate analysis of HFSC-derived cells. K15-crePR;CAG-CAT-EGFP and
K15-crePR;ROSA26R mice were treated with RU486 at 7 weeks to induce EGFP or LacZ expression in
HFSCs. At 12 weeks or 16 months, skin samples were collected 3 days after hair cycle induction. (B to E)
IF images for K1 (B), K10 (C), LRIG1 (D), and Involucrin (E) in EGFP-expressing HFSC-derived cells in
K15-crePR;CAG-CAT-EGFP after hair cycle induction. K1+/K10+/LRIG1+/Involucrin+ cells were in-
duced at 16 months in the bulge or JZ of early anagen HFs (shown by arrows). In addition, some of these K1+ cells appeared in the epidermis (B). (F) Similar
experiments were performed using K15-crePR;ROSA26Rmice. IF images for K1 combined with LacZ staining revealed that HFSC-derived LacZ-tagged cells are
distributed to the bulge (I to III), the JZ (III to VI), and the epidermis (V) in the indicated HF stages, with the coexpression of K1. (G) Schematic for the fate of
HFSC-derived cells. Young HFSCs contribute to follicular differentiation, whereas aged HFSCs contribute to epidermal differentiation, thereby causing HF
miniaturization. (H) GO analysis between aged and young aHFSCs in ≥2-fold up-regulated genes.The GO terms for epidermal keratinocyte differentiation were
significantly enriched in aged aHFSCs. (I) GSEA enrichment score curve of young versus aged aHFSCs with gene sets for epithelial differentiation. NES,
normalized enrichment score. (J) Quantitative RT-PCR analysis of K1, c-Myc, Notch1, and Fbxw7 mRNA expression in aHFSCs (CD34highITGA6highSCA-I–

fraction) in aged (25- to 26-month-old) mice and in 8-week-old control mice; N = 3 to 5 mice for each group. Error bars, mean ± SEM; *P < 0.05 (Student’s t
test).
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with intrinsic or extrinsic genomic instability attain
the HFSC aging state after sustained DDR. Im-
portantly, the corresponding histological changes
represented by HFminiaturization/loss and skin
thinning by the XPDTTD/TTD mutation show
similarities to those of physiological HF aging
and associated skin changes as seen in agedwild-
type mice (fig. S13, G and H), which indicates the
existence of a common skin aging process or
program.

COL17A1 proteolysis in HFSCs triggers
HFSC aging

Tounderstand the keymechanism forHFSCaging,
we compared the gene expression profiles of qui-
escent HFSCs from aged mice with young mice.
Genes that encode hemidesmosomal components,
including Col17a1, were specifically reduced in
aged tHFSCs,whereas genes that encode junctional
components of desmosomes and adherens junc-
tionswere not affected (fig. S14, A andB). Because
hemidesmosomalcollagenCOL17A1 (BP180/BPAG2),
which we previously reported to be critical for
HFSCmaintenance (39), is anchored toLaminin332
(Laminin5) with their direct association with b4
integrin (54) to stabilize the complex, we focused
on the role of COL17A1 and its dysfunction in
HFSCs. COL17A1 distribution was abundantly
found on thewhole-cell surface and the cytoplasm
of young bulge keratinocytes, but there was a
profound reduction of COL17A1, oftenwith a fine
linear distribution on the basement membrane
zone, in a number of HFs by aging (Fig. 1I). A

similar pattern of COL17A1 distribution and ac-
celerated loss was found in bulge keratinocytes
of TTD progeroid mice as well (fig. S13I). These
findings suggested the possibility that the nonhem-
idesmosomal COL17A1 in HFSCs is preferentially
degraded by proteolysis during aging and is
accelerated by genomic stress.
Because COL17A1 is known to be degraded or

shed by induction of several different proteases,
such asADAM9,ADAM10, ADAM17 (55, 56),MMP9
(57), and ELANE/ELA2 (58), we searched for po-
tentially responsible proteases that are induced
in aged HFSCs as identified by the microarray
data (fig. S14C). That analysis showed that Elane,
which encodes neutrophil elastase/elastase 2 (59),
known as a cellular toxic protease when aberrantly
secreted, is ectopically induced within agedHFSCs
but is undetectable in young HFSCs (Fig. 4A). Im-
munohistochemical analysis showed that ELANE,
which is normally expressed in the nonbasal layer
of the mouse epidermis but not in HFs, is con-
spicuously and aberrantly induced in the bulge
area by aging (Fig. 4, A and B, and fig. S14D) in
approximately 40% of HFs at 16 months and in
60% of HFs at 25 to 27 months. The aberrant in-
duction of ELANE in HFSCs was also detectable
in vivo 12 hours after genomic stress such as 10-Gy
IR (Fig. 4C). It is notable that the exogenous ge-
nomic stress, which was sufficient to induce sus-
tainedDDRinHFSCs (fig. S10), also inducesCOL17A1
depletion, often with linear remnant distribution at
the basementmembrane zone inHFSCs, even in
youngmice (Fig. 4C). Reduced levels of COL17A1

and sustained expression of ELANE often show a
reciprocal distribution inbulgekeratinocytes,which
suggests that ELANE directly degrades COL17A1
in vivo. Indeed, primary keratinocytes treated with
ELANE showed that both the 180-kD COL17A1 and
its shed form of the 120 kD ectodomain are quickly
degraded by ELANE in vitro (Fig. 4D). That deg-
radation is completely inhibited by the protease
inhibitor a1-antitrypsin (A1AT), suggesting that
COL17A1 is efficiently proteolytically degraded by
ELANE,which is inducedwithinHFSCs in response
to DNA damage. Some HFs restored the original
distribution pattern and expression level of COL17A1
within aweek after IR,whereasother refractoryHFs
withreducedCOL17Aexpression in the bulge often
showed a down-regulation of other key HFSC
molecules (fig. S10E). This indicates that depletion
of COL17A1 becomes stabilized in someHFs after
theDDR-inducedproteolysis of COL17A1 inHFSCs.
Consistently, we found a statistically significant
reduction or loss of COL17A1 in bulge keratino-
cytes with sustained foci formation of 53BP1 and
g-H2AX in agedmice (Fig. 4, E and F). Therefore,
unrepaired DNA damage in HFSCs is most likely
to cause the “HFSC aging state” characterized by
their COL17A1 depletion with sustained DDR,
their loss of stem cell signature, and their epi-
dermal commitment upon their activation.
Our previous study showed that HFSCs in

Col17a1-deficient mice show complete HFSC
depletion after the loss of the HFSC signature
in bulge cells as early as 7 to 8 weeks and show
progressive hair thinning and graying (39). To
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Fig. 3. Accumulation of DNA damage and sustained DDR in aged HFSCs.
(A andB) EnrichedGO terms related toDNAdamage in the ranked lists of genes
significantly up-regulated or down-regulated (≥2-fold) between aged and young
tHFSCs. (C) GSEA enrichment score curve of DNA repair–related gene sets for
young versus aged tHFSC illustrates efficient DNA repair in young tHFSCs. (D and
E) Comet analysis of the HFSC (CD34highITGA6highSCA-I–) fraction from aged
(24 months) and young (8 weeks) mice. (D) Representative tail moments
stained with cyber green. (E) Frequency of tail moments in aged and young

HFSCs. (F) Representative IF images for g-H2AX foci (red dots) in K15+ HFSCs
(green) located in the bulge/sub-bulge (Bg/SBg) area of telogen HFs from young
(8 weeks) and aged (24 months) wild-type mice. (G) The number of g-H2AX foci
per cell nucleus in 10-mm sections; N = 2 to 4 mice for each group. Error bars,
mean ± SEM. g-H2AX foci were not significantly found in any cell population
[dermal cells (Der), epidermal cells (Epi), or DP cells] in young (8-week-old) HFs
but were found more frequently in K15+ bulge/sub-bulge cells (Bg/SBg) of aged
mouse skin. Error bars, mean ± SEM; *P < 0.05; ***P < 0.001 (Student’s t test).
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Fig. 4. DDR-induced proteolysis of COL17A1 in HFSCs induces dynamic
HFminiaturization through their epidermal differentiation. (A toC) Aging-
or DDR-induced COL17A1 proteolysis by ELANE. (A) IF images for COL17A1
and ELANE in the HF bulge of young (8-week-old), presenile (12 to 16-month-
old), and aged (27-month-old) mice. (B) Quantitative analysis of fluorescence
intensity of ELANE in the bulge (Bg) and in the basal epidermis (Epi) of 8- to
12-week-old, 16- to 18-month-old, and 25- to 27-month-old mice; several HFs
(>5) at stage I and II from each group were examined. N = 3 mice for each
group. (C) IF images for COL17A1 and ELANE or SOX9 and keratin 15 (K15) in
the HF bulge (8 weeks) at 12 hours, 1 day, and 7 days after 10-Gy irradiation. 7d
indicates typical HFs that have lost COL17A1 expression and other HFSC
markers with ELANE induction, whereas 7d R indicates typical HFs that have
restored or maintained normal HFSC marker expression at 7 days after 10-Gy
irradiation. (D) Dose-dependent proteolysis of COL17A1 by ELANE and its
inhibition by A1AT in primary keratinocytes at 2 hours of treatment. (E) IF
images of 53BP1 and g-H2AX foci (red) in COL17A1+ bulge cells (green) from
young (8-week-old) and from aged (25-month-old) wild-type mice. The foci
were found in theCOL17A1low area as shownwith arrows. (F) Number of 53BP1
foci in the COL17A1low area and COL17A1high at 8 weeks or 25 months. 53BP1
foci were significantly found in the COL17A1low area at 25 months. (G to M)
Analysis of HFSC-specific Col17a1-deficient (Col17a1 cKO) mice and control
(Cont) mice after repeated depilation. (G) Hair coats on the backs of control
(Cont) andCol17a1 cKOmice at 8.5months. Hair loss and grayingwas induced

in Col17a1 cKO but not in control mice after depilation. (H) Histological images
of Cont andCol17a1 cKOmouse skin; miniaturization of HFs found in a Col17a1
cKOmouse (arrows). (I) HF number per mm of Cont (N = 3) and Col17a1 cKO
(N = 6) mice. (J) Stepwise HF miniaturization by Col17a1 deficiency is mor-
phologically similar to physiological HF aging; representative histological
images are shown. (K) Number of HFs at each HF stage per mm in Cont
(N=3) and inCol17a1 cKO (N=6)mice.Col17a1 cKOmice show the premature
increase of HFminiaturization. (L andM) Induction of epidermal differentiation
concomitant with the up-regulation of c-MYC and NOTCH1 expression by
Col17a1 deficiency. (L) Immunostaining images for c-MYC and LHX2 or
NOTCH1 and K1 in Cont and in Col17a1 cKO mice at 12 weeks old after hair
cycle induction. c-MYC expression was ectopically induced in the LHX2+ bulge
area of Col17a1 cKO mice. NOTCH1+K1+ cells were found in the upper bulge
area of Col17a1 cKOmice. (M) Venn diagram showing overlap between ≥2-fold
increased genes in aged versus young aHFSCs and ≥2-fold increased genes in
Col17a1cKO versus Cont aHFSCs. GO analysis for genes commonly up-
regulated in aged aHFSCs and Col17a1 cKO aHFSCs.The top GO terms en-
riched in the overlap are related to epidermal differentiation and to keratinization.
(N) Genetic fate analysis of HFSC-derived cells in Col17a1-deficient mice with
K15-crePR andROSA26R alleles. Ectopic appearance of K1+LacZ+HFSC-derived
cells in thebulge at 7 days in the JZand in the epidermis after hair cycle induction
in Col17a1 cKOmice (shown by arrows). Error bars, mean ± SEM; *P < 0.05;
**P < 0.01; ***P < 0.001 (Student’s t test).
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investigate whether the COL17A1 deficiency in
HFSCs recapitulates the “HFSC aging state” and
to determine the tissue outcome, we generated
HFSC-specific Col17a1-deficientmice (Col17a1 cKO)
(fig. S15). We found that those mice also show
thinning hair and graying hair (Fig. 4G). GSEA of
tHFSCs revealed that the general stemness gene
expression signature is abrogated upon Col17a1
deficiency (fig. S16, A and B). The heat map for
the global transcriptome of activated HFSC frac-
tions (aHFSCs) revealed a significantly close re-
lationship between Col17a1 cKOHFSCs and aged
HFSCs (fig. S16C). The aberrant induction of c-MYC
and NOTCH1, as well as epidermal differentiation
markers,was found inHFSCs upon their activation
during hair cycle progression and eventual HF
miniaturization and skin thinning (Fig. 4, H to L).
Indeed, the most highly enriched GO terms in
the overlap of up-regulated genes between Col17a1-
deficient HFSCs versus control and aged HFSCs
versus youngHFSCswere epidermal differentiation
and keratinization (Fig. 4M). Furthermore, the
fate analysis ofCol17a1-deficientHFSCsalso showed
that HFSC-derived cells coexpress K1 in the bulge
area and also in the upper JZ and the epidermis
during hair cycle progression (Fig. 4N), similar to
that seen during physiological aging and IR (Fig.
2, A to E, and fig. S11). It is also notable that
HFSC aging directly or indirectly involves vari-
ous surrounding cells to drive the stepwise HF
miniaturization and skin thinning. These data
collectively demonstrate that the COL17A1 defi-
ciency inHFSCs recapitulates the “HFSC aging”
state and drives the HF aging process.

COL17A1 rescues HFSC aging and
HF miniaturization

To address whether age-associated depletion of
COL17A1 is a key for induction of the “HFSC aging
state” and associated HF aging processes, we an-
alyzedCOL17A1-overexpressingmice [K14-hCOL17A1
transgenic (tg)] (60) and examined whether the
forced maintenance of COL17A1 in HFSCs can
rescue HFSC depletion and age-associated HF
miniaturization or loss.Most of thosemice showed
significantly fewer miniaturized HFs and an ap-
parent retardation of hair loss even in mice sur-
ving for 24 months (N = 3 mice) and 32 months
(N = 2mice) (Fig. 5, A to D). In contrast, all aged
wild-type littermates showed HF miniaturization
or loss, skin thinning, and age-associated hair loss.
Consistently, the forced maintenance of COL17A1
significantly rescued the age-associated down-
regulation of the HFSC signature (Fig. 5, E and
F). These results demonstrate that the mainte-
nance of COL17A1 is not only indispensable for
HFSCmaintenance but also effective for the pro-
tection of HFSCs against “HFSC aging” and
resultant “HF aging” characterized by HF mini-
aturization, hair loss, and skin thinning.

Human HF miniaturization with
COL17A1 depletion

To examine whether human HFs also have a sim-
ilar aging program that leads to senile alopecia,
we analyzed the histology of healthy human scalp
skin from the temporal areas of women at ages

ranging from 22 to 70 years old. We found that
human female scalps from the aged group (55 to
70 years old) contain significantly more mini-
aturized HFs (defined as HFs measuring <30 mm
in diameter) compared with the younger group
(35 to 45 years old) (Fig. 6, A and B, and fig. S17).
To examine the changes of human HFSC sig-
natures with aging, we performed a quantification
analysis of the immunofluorescent intensities for
humanHFSCmarkers (61).We found thatCOL17A1,
K15, and CD200 expression is significantly de-
creased only in miniaturized HFs but not in
nonminiaturized HFs, even in aged scalp skin
(Fig. 6, C and D, and fig. S18). Furthermore, the
size of the K15+ bulge region is significantly de-
creased in miniaturized HFs (Fig. 6E), and the
number of DNAdamage foci is significantly greater
in bulge keratinocytes frommiddle-aged or aged
female scalp skin compared with younger scalp
skin (Fig. 6, F and G). Furthermore, K15+ bulge
cells that coexpressK1were also occasionally found
in aged HFs (Fig. 6H), indicating the defective
renewal of HFSCs. Taken together, these data
demonstrate the existence of humanHFSC aging
that is triggered by sustained DDR and the as-
sociated COL17A1 depletion and resultant pro-
gression of the HF aging process.

Mechanisms of mammalian HF aging

Tissues and organs generally become smaller and
atrophic with aging (1). Our findings now provide
evidence that an epithelial tissue aging program
driven by “HFSC aging” exists and that this pro-
gram is triggered by the proteolysis of COL17A1 in
HFSCs and progressively advances in a stepwise
manner with dynamic tissue architectural changes
(Fig. 7). The stepwise dynamics have not been ex-
plained by previous stem cell aging theories
(18, 62). It is notable that the “HFSC aging state”
triggeredby theDDR-induceddeficiencyofCOL17A1
causes a cyclic progression of aging-associated
HF changes (HF aging) characterized by HFmin-
iaturization with profound involvement of many
other types of surrounding cells in the skin and
resultant hair loss. It is also notable that the aged
mini-organ eventually disappears from the skin
with retention of many other surrounding intact
HFs. The HF aging process was delayed or rescued
by repressing HFSC aging with the forced mainte-
nance of COL17A1 in HFSCs. These results demon-
strate that stem cell aging is the keystone for
induction of the tissue aging program that brings
about thinning hair and underline that the stab-
ilization of COL17A1 in HFSCs is critical and also
effective to prevent HFSC aging and associated
skin tissue changes.
Previous studies reported that the cellular ra-

tio of the HFSC fraction (CD34highITGA6high) is
often paradoxically increased in agedmouse skin
compared with young skin (27–29). This is pro-
bably because the aging skin contains HFs at
different HF stages and with a single bulge or
multiple bulges (Figs. 1G and 7A). In any case, the
complete depletion of HFSCs was apparent in
more advanced skin areas of aged mice. Because
the genetic background (31), gender, circadian
rhythms (63), and even the housing environment

affect the onset of aging-associated baldness in
wild-type mice, the combination of those factors
(63) may determine the onset of HFSC aging.
Miniaturization of HFs has long been believed

to be a specific key phenomenon for male-pattern
baldness [androgenic alopecia (AGA)] but not for
HF aging (64). Our study revealed that mamma-
lian HFs do miniaturize during aging regardless
of sex. Because HFSCs are maintained at least at
the onset of AGA (65), AGA-associated HF mini-
aturization seen in the advanced stage of AGA
may represent HF aging that progresses inevita-
bly during repeated hair follicle cycles.
Finally, what is the physiological role of the

aging program?Our previous studywithmelano-
cyte stem cells (18, 66) and other studies with he-
matopoietic stem cells (67) reported the existence
of the “stemness checkpoint” that determines
whether stem cells stay in an immature state or
commit to differentiation to eliminate the dam-
aged and stressed cells from the stem cell pool.
Furthermore, the role of the checkpoint as a can-
cer barrier also has been proposedwith leukemic
stemcells (68). Similarly, the elimination of stressed
and damaged HFSCs from the skin surface as shed
corneocytes through their terminal epidermal dif-
ferentiation may also be useful to maintain the
high quality of HFSCs. Therefore, the active res-
toration of stem cell pools by use of residual intact
stem cells before the irreversible advancement of
tissue architectural changes may be essential for
successful tissue regeneration and anti-aging in
solid tissues such as the skin.

Materials and methods
Animals

C57BL/6Nmice were purchased from Sankyo Lab
Service (Tokyo, Japan) and from CLEA Japan
(Tokyo, Japan). XPDmutant mice (52),K15-CrePR1
(69), Rosa26R mice (70, 71), K14-CreERT2, CAG-
CAT-EGFP, and Keratin14-human COL17A1 trans-
genicmice (72) have been described previously. For
conditional knockout of the Col17a1 gene in mice,
Col17a1 floxed mice whose exon2 is flanked by 2
loxP sequences were generated. All transgenic
and mutant mice were backcrossed to C57BL/6J
mice from Sankyo Lab Service. Mice with asym-
metricalhair losspatches orwhisker trimmingwere
not used to exclude mice with excessive groom-
ing. Animal care was in accordance with the guid-
ance ofKanazawaUniversity and theTokyoMedical
and Dental University for animal and recombi-
nant DNA experiments. All animal experiments
were performed following the Guidelines for the
Care and Use of Laboratory Animals and were
approved by the Institutional Committee of Lab-
oratory Animals. Offspring were genotyped by
PCR-based assays of mouse tail DNA.

Hair cycle induction by depilation or SAG
(smoothened agonist) administration

For hair cycle induction, hair on the dorsal skin
of 7- to 8-week old mice was manually depilated
to induce a new hair cycle only after confirma-
tion that the skin had a light pink color, which
indicates thatHFs are synchronized at the telogen
phase. For SAG treatment, the neck regions of
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12-week-old and 19-month-old mice were shaved
using an automatic hair shaver. Then, 100 ml SAG
(100 mM) (Santa Cruz Biotechnology, Santa Cruz,
CA, USA) was topically applied to the shaved
area once a day for 5 days.

Ionizing irradiation and hair cycle induction

Mouse skin was irradiated with x-rays at 7 to
8 weeks of age only after confirmation that the
skin had a light pink color, which indicates that
HFs are synchronized at the telogen phase. Ir-
radiation was carried out by placing each mouse
in a thin-walled plastic box. Low-pressure ir-
radiation of mouse skin was performed using a
HitachiMBR-1520 (HitachiMedical, Tokyo, Japan)
operating at 50 kVp, 20mAwith a 2.0-mmAl filter
(dose rate ≈ 0.4 Gy/min) or a RX-650 machine
(Faxitron X ray) operating at 100 kVp with a
2.0-mm Al filter (dose rate ≈ 0.3 Gy/min).

ELANE (neutrophil elastase) and A1AT
(alpha 1-antitrypsin) treatment in vitro

To test the proteolytic activity of ELANE against
COL17A in primary keratinocytes (Kurabo, Osaka,
Japan), primary keratinocytes were cultured for

24 hours in DermLife K Medium Complete Kit
(Kurabo) containing human neutrophil elastase
(ELANE) (50 to 500 ng/ml) (Millipore, Watford,
UK) with or without A1AT (3.48 ug/ml) (Athens
Research and Technology, GA, USA).

Western blotting

Primary keratinocytes (Kurabo) and HaCaT cells
were harvested, homogenized, and sonicatedwith
TNE buffer (10 mM Tris-HCl, pH 7.5, 150 mM
NaCl, and 1 mM EDTA) containing 1X Protease
inhibitor tablet (Roche, Mannheim, Germany),
1X Phosphatase inhibitor tablet (Roche), and 1%
NP-40. Protein concentrations were measured
using a BCA Protein Assay Kit (Pierce, Rockford,
IL). The whole-cell lysates were subjected to
mini-protean-tgx-precast gel (Bio-Rad, Hercules,
CA, USA) electrophoresis (0.02 mA/mini-gel) for
1 hour. Using semidry transfer, the proteins were
transferred to polyvinylidene fluoride (PVDF)
membranes for 1 hour at 0.25 mA/mini-gel using
a Transblot SD (Bio-Rad). The membranes were
then immersed in Blocking One (Nacalai) for 30
min and were then incubated overnight with each
primary antibody diluted in Blocking One. Primary

antibodies used were mouse polyclonal antibody
to human COL17A1 (Clone NC16A3, 1:100) and
polyclonal antibody to ab-tubulin (1:500) (all from
Abcam,Cambridge,MA,USA). Afterwashing three
times for 5min eachwith 1xTBST, themembranes
were incubated for 2 hours with horseradish pero-
xidase (HRP) conjugated secondary antibodies
diluted in Blocking One and washed three times
for 5min eachwith 1xTBST. After incubationwith
a Luminata Forte Western HRP Substrate detec-
tionsystem(Millipore) for a fewminutes, immunoblot
images were acquired using an LAS-3000 lumines-
cence image analyzer (Fuji Photo film, Tokyo, Japan).

Preparation of paraffin and frozen sections

For paraffin sections, mouse skin or human scalp
skin was fixed in 10% formalin solution at 4°C
overnightandwasthenembeddedinparaffin.Paraffin-
embedded skin specimens were cut in 5-mm-thick
sections (Rotary Microtome HM325, MICROM In-
ternational GmbH,Walldorf, Germany). For frozen
sections, mouse skin or human scalp skin was
immersed in ice-cold 4% paraformaldehyde (4%
PFA) in phosphate-buffered saline (PBS) (pH 7.4)
and then was irradiated in a 500-W microwave
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Fig. 5. Forced maintenance of
COL17A1 in HFSCs protects
their depletion and HFaging.
(A) Hair coats on the backs of
wild-type (WT) and human
COL17A1 transgenic (hCOL17A1 tg)
mice at 17 months, 24 months,
and 32 months.The hair loss was
rescued by hCOL17A1 transgene
(tg) expression (n > 3 mice for
each group). (B) Histological
images of WTand hCOL17A1 tg
mice at 24 to 25 months. Arrows
indicate miniaturized HFs at
stages III and IV. Arrowheads show
HFs at Stage I. (C) HF number per mm in WTand in hCol17a1 tg mice. N = 3 mice for each group. (D) Number of HFs at each HF stage per mm in WTand in
hCOL17A1 tgmice at 24 to 25months.N=3mice for each group. (E) IF images for HFSCsignature (K15 and LHX2) expression inWTand inhCOL17A1 tgmice at 24
to 25months.The reduction of HFSC signatures with aging was rescued by hCOL17A1 tg expression. (F) Quantitative analysis of the number of LHX2+ nuclei in the
bulge.The reduction of LHX2+ cells by aging was rescued in hCOL17A1 tg mice. N = 3 mice for each group. Error bars, mean ± SEM; *P < 0.05 (Student’s t test).
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oven for three 30-s cycles with intervals and then
kept on ice for 20min. The fixed skin sampleswere
embedded in optimal cutting temperature (OCT)
compound (Sakura Finetechnical Co. Ltd., Tokyo,
Japan), snap-frozen in liquid nitrogen, and stored
at –80°C. Frozen samples were cut in 10-mm-thick
sections (Cryomicrotome CM 1850, Leica Micro-
systems Nussloch GmbH, Nussloch, Germany).

Hematoxylin and eosin (HE) staining

Paraffin sections were deparaffinized and then
rehydrated. Frozen sections were removed from
the OCT compound and then were stained with
hematoxylin-eosin (Sakura Finetechnical Co. Ltd.)

for analysis of tissue histology using an optical
microscope.

Assessment of HF changes by aging,
genomic stress, XPDTTD/TTD mutation,
Col17a1 deficiency, and human
COL17A1 overexpression

Five-mm-thick sections ofmurine skinwere stained
with HE. To properly assess skin sections that
contain upright HFs, we chose sections that met
the following criteria for further analysis. First, the
section must include full-length cross sections of
hair shafts in multiple HFs. Second, the section
should not contain any exceptional pathological

changes, including skin wounding. More than
three different skin areas from the indicated num-
ber of mice were analyzed.

Staging of chronological HF aging

We categorized telogenHFs of C57BL/6Nmice at
different ages into five different stages by fol-
lowing the HF structural changes during chron-
ological aging, as described in the legend for Fig.
1. Briefly, at Stage I, HFs show a normal structure
and size. At Stage II, HFs show a slight short-
ening with proportional size and structure. At
Stage III, HFs are miniaturized with complete
loss of the dermal papillae, with retention of the
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Fig. 6. Human HFminiaturization with loss of COL17A1
expression mimics mouse HF aging. (A) H&E images of
human scalps from aged (59- and 70-year-old) and from
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HFs, and arrowheads indicateminiaturized HFs. (B) Percent-
age of miniaturized HFs. Miniaturized HFs were significantly
increased in aged (55- to 70-year-old)HFs. (C) HFSCmarker
expression in young and in aged HFs. Immunostaining of
human COL17A1 and K15 in miniaturized or nonminiaturized
HFs in human scalps from 33-year-old and 68-year-old
women. Dashed lines indicate the bulge area. (D) Quanti-
tativeanalysis of fluorescence intensities for humanCOL17A1.
HumanCOL17A1expressionwassignificantlydown-regulated
in aged (60- to 70-year-old) miniaturized HFs. (E) Quanti-
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(Student’s t test). yo, years old.
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hair shaft. At Stage IV, HFs are miniaturized with
retentionof sebaceousglands and the infundibulum.
At Stage V, HFs have completely disappeared
with or without retention of different degrees of
fibrosis in the dermis. This stagingmethod tends
to underestimate the structural changes of large
HF types ,including tylotrich follicles that grow
guard hairs. Those follicles also miniaturize and
become indistinguishable from other smaller HF
types, including those growing short zigzag hairs
(underfur) during aging. We thus categorized all
HFs that are the same or larger than young (7- to
8-week-old) zigzag HFs with proportional HF
structure and size as Stage I, although this un-
derestimates the size changes of the large types
of HFs that grow over hair.

Assessment of human HF miniaturization

HE images of 10-mm skin sections of at least four
randomized different areas in each sample were
acquired using anupright BX51microscope (Olym-
pus,NY,USA). Thepercentage ofminiaturizedHFs

(defined as HFs measuring <30 mm in diameter)
in total HFs were counted (73).

Immunofluorescence staining

Frozen sections were used for immunofluores-
cence analysis. For c-Myc immunostaining, anti-
gen retrieval was performed by boiling the slides
for 20min inDako target retrieval solution (Dako,
Carpinteria, CA, USA). Nonspecific staining was
blocked by incubation with PBS containing 3%
skimmilk (Difco, Detroit, USA) for 30min. Tissue
sections were incubated with the primary anti-
body at 4°C overnight and were subsequently
incubated with secondary antibodies conjugated
with Alexa Fluor 488, 594, or 680 (Invitrogen,
Hercule, CA, USA). After washing in PBS, 4′,6-
diamidine-2′-phenylindole dihydrochloride (DAPI)
(Invitrogen-Molecular Probes, Eugene, OR, USA)
was added for nuclear counterstaining. Coverslips
were mounted onto glass slides with fluorescent
mounting medium (Thermo Electron Corp., Wal-
tham, MA, USA). All images were obtained using

an upright BX51 microscope (Olympus) or an
FV1000 confocal microscope system (Olympus).

Antibodies

Primary antibodies used: Rabbit antibody to
phospho histone H2AX (Cell Signaling, Danvers,
MA, USA); chicken antibody to human keratin 15
(Covance, Berkeley, CA, USA); rabbit antibody to
S100A6 (Lab Vision, Fremont, CA, US); goat anti-
body tomouse LHX2 (Santa Cruz Biotechnology);
rabbit antibody to mouse SOX9 (Santa Cruz Bio-
technology); rat antibody tomouse COL17A1 (Nishi-
mura’s laboratory); rabbit antibody to mouse
keratin 1 (Covance); rabbit antibody to mouse ke-
ratin 10 (Covance); rabbit antibody tomouse filag-
grin (Covance); rabbit antibody tomouse involucrin
(Covance); mouse antibody to Trichohyalin (AE15)
(Abcam); rabbit antibody to humanTP53BP1 (Life-
span BioScience, WA, USA); rabbit antibody to
mouse AXIN2 (abcam); rabbit antibody b-catenin
(sigma); rabbit antibody to cleaved caspase-3 (Cell
Signaling); FITC-conjugated antibody to mouse
CD34 (eBioscience, San Diego, CA, USA); goat anti-
body tomouseNOTCH1(SantaCruzBiotechnology);
chicken antibody to b galactosidase (Abcam); rabbit
antibodymouse P16 (Santa Cruz Biotechnology);
rabbit antibody to c-MYC (Abcam); goat anti-
body to mouse LRIG1 (R&D Systems, Abingdon,
Oxfordshire, UK); rat antibody tomouse PDGFRa
(eBioscience); rabbit antibody to mouse keratin 6
(Covance); mouse antibody to human COL17A1
(Clone D20, Nishimura laboratory); rat antibody to
human COL17A1 (Clone 3F11A9, Nishimura labo-
ratory); rabbit antibody to humanCOL17A1 (Clone
NC16A3,Abcam); rabbit antibody tohumanELANE
(Abcam); Alexa 647 rat antibody to humanCD200
(Serotec, Oxfordshire, UK); and mouse antibody
to human keratin 1 (Leica microsystems).
Secondary antibodies used: Alexa Fluor

488 goat antibody to rat immunoglobulin (IgG)
(Molecular Probes); Alexa Fluor 488 goat anti-
body to chicken IgY (Molecular Probes); Alexa
Fluor 594 goat antibody to rabbit IgG (Molecular
Probes); Alexa Fluor 594 goat antibody to rat IgG
(Molecular Probes); Alexa Fluor 488 goat anti-
body to Fluorescein (Molecular Probes); Alexa
Fluor 680 donkey antibody to rabbit IgG (Molecu-
lar Probes); Alexa Fluor 594 donkey antibody to
goat IgG (Molecular Probes); and FITC donkey
antibody to chicken IgY (Abcam).

Senescence-Associated b-Galactosidase
(SA-b-Gal) staining

A Senescence Cells Histochemical Staining kit was
used (Sigma-Aldrich, St Louis,MO,USA) according
to the manufacturer’s instructions.

FACS analysis and isolation of HFSCs

Subcutaneous fat was removed with a scalpel,
and the whole skin was placed dermis down in
0.25% trypsin (GIBCO) for 10 to 13 hours at 4°C,
then was moved to 37°C for 20 min. Single-cell
suspensions were obtained by scraping the skin
gently. The cells were then filtered with strainers
(40mm) (BDFalcon, San Jose, CA,USA). Cell suspen-
sions were incubated with the appropriate anti-
bodies for 1 hour at 4°C. The following antibodies
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Fig. 7. Mechanisms for HFSC aging and execution of the HF-aging program. (A and B) Schematic
for the mechanism of HFaging.The HFSC pool is maintained in a long quiescent state in the HF bulges (Bg)
during aging (Stage Ia). HFSCswith sustained DDRundergo COL17A1 proteolysis through induction of ELANE
protease (Stage Ib). Those COL17A1low/– HFSCs lose their stem cell signature and commit to epidermal
keratinocytes (Epi KC) in the niche.Those “aged”HFSCsmigrate up toward the epidermis upon their cyclic
activation through the JZ.They terminally differentiate into cornified keratinocytes to be eliminated from
the skin surface, thereby causing the stepwise miniaturization of HFs and hair thinning and loss.
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were used: CD34-FITC (eBioscience), Integrin a6-
PE (BD Bioscience, San Jose, CA, USA), and ScaI-
APC (MACS; Miltenyi Biotec, Bergisch Gladbach,
Germany). 7-AAD (BD Bioscience) was used to
exclude dead cells. Cell isolations were performed
using a FACS AriaII equipped with Diva software
(BD Bioscience). For RNA extraction of HFSCs,
CD34highITGA6highSCA-I– cells were sorted directly
into Buffer RLT (Qiagen, Valencia, CA, USA).

Alkaline comet assay

Alkaline comet assays were performed with FACS-
sorted HFSCs (CD34highITGA6highSCA-I–) according
to the manufacturer’s instructions (Trevigen, Gai-
thersburg,MD, USA). Briefly, 2 × 103 cells diluted
in 10 ml PBS were added to 100 ml 1% LowMelting
Agarose and placed onto slides. Cells were lysed in
lysis solution (2.5 M NaCl, 100 mM EDTA, pH
10.0, 10mMTrisHCl, 1% sodium lauryl sacosinate)
for 60min on ice and thenwere placed in alkaline
lysis solution (200mMNaOH, 1mMEDTA, pH>13)
for 60 min at room temperature. Slides were then
run for 30 min at 21 V. Nuclei were stained with
Cyber Green. As a positive control, DNA damage
was induced by soaking in a 100 mMH2O2 solution
for 10 min. Images of DNA damage comets were
acquired using an upright BX51microscope (Olym-
pus). A percentage of Tail DNA [Tail intensity/
(Tail intensity +Head intensity) × 100] and the tail
moment (Tail length × a percentage of Tail DNA/
100)weremeasured using Image J software. The tail
momentsweremeasuredon40 to 100cells per slide.

Microarray analysis

To analyze global gene expression changes by aging
both in activated and in quiescent HFSCs and IFE
keratinocytes, HFSCs (CD34highITGA6highSCA-I-),
IFE (ITGA6highSCA-Ihigh), and total epidermal cells
wereharvested fromyoungand fromagedmice. To
analyze global gene expression changes by Col17A1
gene deficiency in HFSCs, HFSCs were harvested
fromcontrolwild-typemiceandK14-creERT2;Col17a1
flox/flox mice at 12 weeks old after intraperitoneal
(i.p.) administration of Tamoxifen (TAM) (4 mg/
mouse for 5 days from 7 to 8weeks old). Dissociated
cells were FACS-sorted and reserved into Buffer
RLT (Qiagen) by FACS aria II. Total RNAs were iso-
latedusing aRNAeasymicroKit (Qiagen) according
to the manufacturer’s instructions. cDNA samples
were prepared from purified ng RNA using the
OvationPicoWTASystemV2 (NuGen, SanCarlos,
CA, USA) according to themanufacturer’s instruc-
tions. Amplified cDNAs were labeled with Cya-
nine 3 (Cy3) using a SureTag DNA Labeling Kit
(Agilent Technologies, Santa Clara, CA, USA) fol-
lowing the manufacturer's instructions. RNA and
cDNA quality and cyanine incorporation were an-
alyzed using anAgilent Bioanalyzer 2100 (Agilent)
and a Nanodrop ND-1000 Spectrophotometer
(Thermo Fisher Scientific, Waltham, MA, USA).
For each hybridization, 1.3 mg Cy3-labeled cDNA
were fragmented, andhybridizedat65°C for 17hours
to an Agilent SurePrint G3 Mouse GE v2 8x60K
Microarray (Design ID: 028005). After washing,
microarrays were scanned using an Agilent DNA
microarray scanner. Fornormalizationofmicroarray
data, intensity values of each scanned feature were

quantified using Agilent feature extraction software
version 10.7.3.1, which performs background sub-
tractions.We only used features thatwere flagged as
no errors (Detected flags) and excluded features that
were not positive, not significant, not uniform, not
above background, saturated, or population outliers
(Compromised and Not Detected flags). Normal-
ization was performed using Agilent GeneSpring
version 13.0 (per chip: normalization to 75 percen-
tile shift; per gene: normalization to median of all
samples). There are a total of 55,681 probes on the
Agilent SurePrint G3 Mouse GE 8x60KMicroarray
(Design ID: 028005) without control probes. The
altered transcripts were quantified using the com-
parative method. We applied more than a 2.0-fold
change in signal intensity to identify significant
differences of gene expression in this study.

Hierarchical clustering and Gene
Ontology analysis by GeneSpring,
MeV and DAVID software

Hierarchical clusteringusing thePearson correlation
was performed using Agilent GeneSpring version
13.0 or TIGRMeV software (version 4.8.1, www.tm4.
org/mev.html). To generate theVenndiagram,TIGR
MeV softwarewas used. To analyze the GO terms of
≥2.0-fold increased or decreased gene cluster and
also the common gene cluster in the Venn dia-
gram, the web-based Database for Annotation, Visu-
alization and Integrated Discovery (DAVID) 6.7 was
used (74). To extract reliable GO terms belonging to
biological process, Fisher’s exact test andmultiple
test correction (P < 0.05) were used.

Gene set enrichment analysis

GSEA software is provided by the Broad Institute
of MIT and Harvard University. To define the
lists of genes involved in “DNA repair,” “Epider-
mal differentiation,” and “Stemness,” the Molec-
ular signature (MSig) list was searched on Msig
(Database)DBof theBroad Instituteweb site (http://
software.broadinstitute.org/gsea/msigdb).We se-
lected and applied “HALLMARKOFDNAREPAIR”
as “DNA repair”MSig, “BOSCOEPITHELIALDIF-
FERENTIATION” as “epidermal differentiation”
MSig, “RAMALHOSTEMNESSUP” as “stemness”
MSig, and “RAMALHO STEMNESS DOWN” as
“dominant negative stemness”MSig. To apply the
Normalized chip expression data into GSEA soft-
ware, theMouse chip annotation filewas changed
to the Human chip annotation file. For GSEA, the
following parameter settings were used: number
of permutations = 1000; collapsed data set to gene=
true; permutation type = gene set; enrichment sta-
tistics = weighted; metric for ranking genes = sig-
nal to noise. To decide significant MSig change of
GSEA results, the nominal P values (<0.05) and false
discovery rate (FDR) q values (<0.05) were used.

Accession number

Microarray data were deposited in the Gene Ex-
pression Omnibus (www.ncbi.nlm.nih.gov/geo/)
under series identifier GSE72863.

Quantitative RT-PCR

Total RNAs were purified from FACS-sorted cells
by directly sorting into Buffer RLT (Qiagen) using

a RNA easy micro Kit (Qiagen). cDNAs were then
synthesized from equal amounts of RNA in 20-ml
reaction mixtures using a High Capacity cDNA
Reverse Transcription kit (Applied Biosystems,
Foster City, CA, USA) according to standard pro-
cedures. For quantitative PCR, cDNA was added
to 20 ml of the reaction mixture containing 10 ml
SYBR Green qPCR Kit (Agilent Technology) and
0.5 ml 12.5 mM primers (forward and reverse).
Relative levels of expression were determined by
normalization to acidic ribosomal phosphoprotein
PO (arbp) or hypoxanthine-guanine phosphoribo-
syltransferase (Hprt), using the DDCt method
(Biological replicate, pool of 6 to 10 mice). The
reactions were run inMx3000PReal-TimeQPCR
System (Agilent Technology). The primer sequences
usedwereas follows:Arbp:5′-ATAACCCTGAAGTGC-
TCGACAT-3′, 5′-GGGAAGGTGTACTCAGTCTCCA-3′.
Hprt: 5′-CAACGGGGGACATAAAAGTTATTGGTGGA-
3′, 5′-TGCAACCTTAACCATTTTGGGGCTGT-3′.Notch1:
5′- ACAACAACGAGTGTGAGTCC -3′, 5′- ACACGTG-
GCTCCTGTATATG-3′. c-myc: 5′-GCCCCTAGTGCTG-
CATGAG -3′, 5′-CCACAGACACCACATCAATTTCTT-3′.
Keratin1: 5′-AGGATCTTGCCAGATTGCTG -3′, 5′-CTA-
CTGCTTCCGCTCATGCT-3′.P16:5′-GGGTTTCGCCCAA-
CGCCCCGA-3′, 5′-TGCAGCACCACCAGCGTGTCC-3′,
Fbxw75′-TCTTGTCTCTGGGAATGCAG-3′, 5′-CCGTC-
GTCTGAGCTGGTAAT-3′.

HFSC fate analysis with K15-CrePR;
Rosa26R/CAG-CAT-EGFP mice

For induction of b-galactosidase or enhanced green
fluorescent protein (EGFP) expression in K15-
expressing cells, K15-CrePR1;CAG-CAT-EGFP mice
and K15-CrePR1;Rosa26R mice were treated with
RU486 (2.5 mg/day, diluted in 80% ethanol;
Sigma) topically on their dorsal skin during telo-
gen (7 weeks old) for 5 days. For hair cycle induc-
tion, telogen hairs at 7 to 8 weeks old, 16 months
old, or just after 10-Gy irradiation were manually
depilated under anesthesia.

Quantification of g-H2AX foci

The images of immunostaining for g-H2AXwere
acquired by FV1000 confocal microscopy (Olym-
pus). Visible foci were counted in >100 nuclei for
each cell type (bulge/sub-bulge; dermal papilla;
epidermis and dermis). The number of foci per
nucleus was calculated as mean ± SEM.

Measurement of fluorescence intensity
and the number of positive signals in
bulge nuclei

Images of immunostaining for K15, S100A6, and
mouse COL17A1 in mouse bulge areas or im-
ages of immunostaining for K15, CD200, human
COL17A1, and g-H2AX in human bulge areas
were acquired by confocal microscopy (Olympus).
The images were then quantified using Olympus
fluoview software (version 1.7) or ImageJ soft-
ware (NIH image). The fluorescent intensity of
the background was removed and then nor-
malized against DAPI intensity. For counting
the number of cells with positive signals (SOX9,
LHX2) in K15+ bulge nuclei, the images of im-
munostaining for SOX9 and LHX2 were ac-
quired by confocal microscopy (Olympus), and
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the number of DAPI+ cells with positive signals
was measured.

Measurement of HF frequency

HE images of 10-mm skin sections were acquired
by optical microscopy. The distance between two
adjacent HFs was measured, and HF frequency
was calculated as the number of HFs per mm of
skin section.

Statistical analysis

To determine significance between two groups,
comparisons were performed using an unpaired
two-tailed Student t test.
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Nematicity in stripe-ordered cuprates
probed via resonant x-ray scattering
A. J. Achkar,1 M. Zwiebler,2 Christopher McMahon,1 F. He,3 R. Sutarto,3

Isaiah Djianto,1 Zhihao Hao,1 Michel J. P. Gingras,1,4,5 M. Hücker,6 G. D. Gu,6

A. Revcolevschi,7 H. Zhang,8 Y.-J. Kim,8 J. Geck,2,9 D. G. Hawthorn1,4*

In underdoped cuprate superconductors, a rich competition occurs between superconductivity
and charge density wave (CDW) order.Whether rotational symmetry-breaking (nematicity)
occurs intrinsically and generically or as a consequence of other orders is under debate. Here,
we employ resonant x-ray scattering in stripe-ordered superconductors (La,M)2CuO4 to probe
the relationship between electronic nematicity of the Cu 3d orbitals, structure of the (La,M)2O2

layers, and CDWorder.We find distinct temperature dependences for the structure of the
(La,M)2O2 layers and the electronic nematicity of the CuO2 planes, with only the latter being
enhanced by the onset of CDWorder.These results identify electronic nematicity as an
order parameter that is distinct from a purely structural order parameter in underdoped
striped cuprates.

K
ey challenges in resolving the cuprate phase
diagram are to identify the broken sym-
metries that generically occur and under-
stand how they are interrelated. Recently,
a series ofmeasurements have shown trans-

lational symmetry-breaking in the form of charge
density wave (CDW) order to be generic to under-
doped cuprates (1–9). It has also been proposed
that electronic nematicity (intra-unit cell C4 rota-
tional symmetry-breaking) occurs in the cuprates
(10), with experimental evidence for electronic
nematicity coming from bulk transport (11–13)
and scanning tunneling microscopy (STM) mea-
surements (2, 14). Despite these developments,
the role of electronic nematicity, such as whether
it is common to the cuprates and how it relates
to CDWorder or the crystal structure of different
cuprate families, has not yet been established.
Relevant in this context are the stripe-ordered

La2–xMxCuO4 (M is Sr, Ba, Eu, or Nd) cuprates,
where it is known that the low-temperature or-
thorhombic (LTO) phase to low-temperature tetra-
gonal (LTT) structural phase transition (15–18)
plays an important role in stabilizing spin and

charge stripe order (1, 18). The LTT phase is
understood in terms of rotations of the CuO6

octahedra about axes parallel to the Cu-O bonds,
with the rotation axis of the octahedra alterna-
ting between the a and b axes (19) of neighboring
planes (Fig. 1) (15–18). This induces C4 symmetry-
breaking of the average (or intra–unit cell) elec-
tronic structure within an individual CuO2 plane
(referred to here as electronic nematicity) and
stabilizes stripes whose orientation rotates by
90° between neighboring planes (1). The LTT
distortions are understood to be a structural
phenomenon, occurring in order to alleviate a
lattice mismatch between the preferred Cu-O
bond length of the CuO2 planes and the (La,M)-
O bond length in the (La,M)2O2 layer (16). It is
unclear, however, whether there are additional
contributions to the electronic nematicity of the
CuO2 planes distinct from that engendered by a
purely structural distortion and possibly generic
to underdoped cuprates.
To address this question, we use resonant soft

x-ray scattering (RSXS) at different photon ener-
gies to probe the relationship between electronic
nematicity of the CuO2 planes, structural distor-
tions, and CDWorder. As shown in (20), with the
x-ray photon energy tuned to the O K-edge (at
an energy that is sensitive to apical oxygen),
the (001) Bragg peak can be used to probe the
LTO to LTT phase transition. The (001) peak is
forbidden in conventional diffraction but is al-
lowed when the photon energy is tuned to an
x-ray resonance (21, 22). This occurs because
on resonance the scattering cross section develops
sensitivity to the orbital symmetry of atoms
(21, 22), which differs for atoms in neighboring
planes in the LTT phase.
Here, we exploit this orbital and element se-

lective sensitivity and measure the (001) Bragg
peak at photon energies corresponding to dif-

ferent elements/orbitals (at the Cu L-, La M-, Eu
M-, and O K-edges). This enables one to differ-
entiate the CuO2 planes from the (La,M)2O2

layer and isolate the orbital symmetry of the
Cu 3d states that are most relevant to the low-
energy physics of the cuprates. We show that at
the Cu L-edge, the (001) peak intensity corre-
sponds to C4 symmetry-breaking of the Cu 3d
states, which we identify as a measure of the
degree of electronic nematicity of the CuO2

planes.
In Fig. 2 we show the (001) peak intensity, I001,

as a function of temperature at absorption edges
corresponding to different elements/orbitals:
La M, Cu L, Eu M, and O K. At the O K-edge,
the in-plane and apical oxygen sites are further
distinguished by photon energy, with 528 eV cor-
responding to in-plane oxygen, O(1), and ~532 eV
corresponding to apical oxygen, O(2) (20, 23)
(see Fig. 1). We investigated three samples—
La1.475Nd0.4Sr0.125CuO4 (LNSCO), La1.875Ba0.125CuO4

(LBCO), and La1.65Eu0.2Sr0.15CuO4 (LESCO)—
having different LTT andCDWtransition temper-
atures, TLTT and TCDW, respectively. Our principal
observation is that measurements of I001 for
atoms in the CuO2 planes [Cu and O(1)] have
a distinct temperature dependence from atoms
in the (La,M)2O2 layer [La, Eu, and O(2)]. Spe-
cifically, the former displays a more gradual
temperature dependence than the latter, which
exhibits a more pronounced first-order–like phase
transition. We ascribe this difference to an ad-
ditional electronic nematicity in the CuO2 planes
beyond the structural distortions affecting the
(La,M)2O2 layer.
The intensity of the (001) peak at the Cu L-edge

directly measures the nematicity of the Cu 3d
states (24). Specifically, ICu;001ºjhj2, where h ¼
faað0Þ − faað0:5Þ [or ¼ fbbð0:5Þ − fbbð0Þ by sym-
metry] and faaðzÞ and fbbðzÞ are diagonal com-
ponents of the atomic scattering form factor
tensor (25) averaged over all Cu sites in neigh-
boring CuO2 planes at z ¼ 0 or z ¼ 0:5 (Fig. 1).
At the Cu L-edge, which probes the Cu 2p to 3d
transition, faa and fbb are directly related to the
orbital occupation of the Cu 3d states projected
onto the a or b axes, respectively. As such, h
corresponds to a difference in the symmetry of
the Cu 3d states between planes. However, be-
cause faað0:5Þ ¼ fbbð0Þ by symmetry, one can ex-
press h as h ¼ faað0Þ − fbbð0Þ, and it thus follows
that the (001) peak at the Cu L-edge measures
the electronic nematicity of the Cu 3d states
within a single CuO2 plane.
The (001) peak intensity at other absorption

edges has similar sensitivity to orbital asym-
metry. For the (La,M)2O2 layer, this orbital asym-
metry tracks the ionic displacements. The (001)
peak intensity measured at a photon energy pri-
marily sensitive to apical O exhibits the same tem-
perature dependence as the (1 0 12) Bragg peak
from conventional x-ray scattering, which is sen-
sitive to ionic positions (26). Our measurements
of I001 at energies corresponding to La or apical
O also show good agreement with convention-
al x-ray (26–28) or neutron scattering (1), re-
inforcing our view of a linear relationship between
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structural distortions and the (La,M)2O2 layer
(001) peaks measured at these photon energies.
Coupling of the symmetry of the electronic

structure to ionic positions (e.g., displacements
of in-plane oxygen along the c axis in the LTT
phase) is also expected for the CuO2 planes (29).
However, the difference in the temperature de-
pendence of the (001) peak between the CuO2

planes and the (La,M)2O2 layer shows that elec-
tronic nematicity of the CuO2 planes is not sim-
ply a trivial consequence of distortions of the
(La,M)2O2 layer and that there is an additional,
possibly intrinsic, susceptibility to nematic order
in the CuO2 planes.
Wenext explore the relationship between intra-

unit cell (Qx ¼ Qy ¼ 0) C4 symmetry-breaking
probed by the (001) peak and inter–unit cell C4

symmetry-breaking arising from unidirectional
CDW order. In Fig. 3, we compare measure-
ments of the temperature dependence of the (001)
and CDW maximum peak intensities at the Cu
L-edge. An important case is LESCO, where CDW
order onsets at temperatures well below TLTT

(Fig. 3B). Here, the key observation is that the Cu
(001) peak is enhanced below~65K, coincidently
with the onset of CDW order. This suggests that
nematicity of the CuO2 planes and translational

symmetry-breaking of the CDW order are in-
tertwined, having a cooperative relationship
where CDW order enhances nematicity and vice
versa. In contrast, the structural distortion of the
(La,M)2O2 layer,measured by the (001) peak at the
Eu M, La M or O K (apical) energies, exhibits no
such enhancement at TCDW (Fig. 2B). Whereas
the LTT structural distortion of the (La,M)2O2

layer plays an important role in stabilizing
CDW order and nematicity in the CuO2 planes,
it does not appear to be coupled as strongly
with the CDW order as the nematicity of the
CuO2 planes is.
In LBCO at a doping of x ¼ 1=8, ICDW be-

haves roughly as the fourth power of ICu;001
(ICDWºI4Cu;001) (Fig. 3A). However, this power-
law relationship is not generic, being seemingly
not applicable to LESCO and LNSCO, and may
be coincidental. As discussed below, it may also
be that 1/8-doped LBCO represents a special
case where the order parameters (and/or the
coupling parameters) for CDW order, CuO2 plane
nematicity, and structural distortion of the
(La,M)2O2 layer are tuned to a common critical
point.
In a minimal Landau theory that captures the

essential aspects of the relationship between CDW,

nematic, and structural orders, we consider two
types of order parameters, the electronic nematic
order parameter h and the CDW order pa-
rameter Ya (a ¼ x; y). h breaks the point-group
symmetry C4 down to C2. Ya, the complex am-
plitude of the CDW, also generally breaks trans-
lational symmetry. Given this, a suitable Landau
free energy, F, is

F ¼ ah2 − whFþ rðjYxj2 þ jYyj2Þþ
gðhþ eFÞðjYxj2 − jYyj2Þþ
uðjYxj2 þ jYyj2Þ2 þ vðjYxj4 þ jYyj4Þ ð1Þ

Here, F is the structural C4 symmetry-breaking
associated with distortions of the (La,M)2O2 layer,
representing the three-dimensional (3D) struc-
tural phase transition with the octahedral tilting
axis rotated by 90° between neighboring planes
in the LTT phase. h and Ya are associated with
a single CuO2 plane within the 3D unit cell. The
parameters a, w, g, e, r, u, and v are functions
of temperature. From experimental observa-
tion,F acquires a nonzero value through a first-
order phase transition at TLTT, as described by a
supplementary part of the Landau theory (16).
We assume that eF << 1 because the “direct”
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Fig. 1. Structure of La-based cuprates. (A) Unit cell of (La,M)2CuO4 in the high-temperature tetragonal phase (HTT). O(1) and O(2) are in-plane and apical
oxygen sites, respectively. (B) Octahedral distortions in the LTO and LTTphases. (C) CuO2 planes showing the octahedral tilt pattern in neighboring layers (z = 0
and 0.5) in the LTTphase.The structural C4 symmetry-breaking and electronic nematicity alternates between neighboring planes, z = 0 and z = 0.5.

Fig. 2. Temperature depen-
dence of the (001) Bragg
peak intensity. The intensities
are normalized by the
corresponding low-temperature
values, I001ðTÞ=I001ð∼20KÞ, with
photon energy tuned to
the La M-, Eu M-, O K-, and
Cu L-edges for (A) LBCO,
(B) LESCO, and (C) LNSCO. In
all cases, the (001) peak has a
more gradual temperature
dependence for Cu and O in the
CuO2 planes than for atoms in
the (La,M)2O2 layer.
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coupling of the electronic h order parameter to
ðjYxj2 − jYyj2Þ canbe expected tobemuch strong-
er than the atomic/structural coupling between
F and the latter CDW terms. As such, we ne-
glect the eF term. Also neglected is interlayer
coupling of the electronic nematicity beyond
that imposed byF. Our measurements support
this omission, being consistent with the LTT
distortion inducing long-range nematic ordering
along the c axis. Although limited by the c-axis
penetration depth of the x-rays, measurements
provide no evidence for a temperature depen-
dent c-axis correlation length to the (001) peak,
which would indicate an important role of ad-
ditional interlayer coupling (24).
Within the context of this model, the observed

differences among LBCO, LESCO, and LNSCO
involve a material and doping dependence of F
and also possibly of w, the coupling strength be-
tween the LTT structural distortion and electron-
ic nematicity. In contrast, we may conjecture
that r and a (the CDW and electronic nematic
order inverse susceptibilities) are similar for dif-
ferent cupratematerials at the same hole doping.
We identify three distinct cases in the theory and
their possible correspondence to materials: Case

1: r −
gwF
2a

� �
< 0 at T ¼ TLTT. Here, the first-

order jump in F at TLTT is sufficient to induce
first-order jumps in h and Yx . This case may
correspond to LBCO, with lower of x = 0.095 or
0.110 (27), and possibly LNSCO presented here

(Fig. 3C). Case 2: r −
gwF
2a

� �
¼ 0 at T ¼ TLTT.

For T < TLTT, this coefficient ultimately becomes
negative. Here, the first-order jump in F moves
the system to the critical point of the CDWorder.
This special case requires fine-tuning of param-
eters but may in fact correspond to LBCO at ~1/8
doping (Fig. 3A). Whether such tuning plays a
role in the enhancement of CDW order in 1/8-
doped LBCO, where the longest-range CDW
order of any cuprate is observed, or in the appar-
ent ICDWðT ÞºI4Cu;001ðT Þ relationship is presently

unclear. Case 3: r −
gwF
2a

� �
> 0 at T ¼ TLTT. For

T ¼ TCDW < TLTT, this coefficient becomes neg-
ative. Here, the CDW ordering temperature is
well separated from the LTT phase transition,

as in LESCO (Fig. 3B) or LBCO, with x ¼ 0:15 (27).
Additional work is required to further explore
this Landau theory and the relationship of its
parameters to material properties (structure,
doping, and disorder) and other cuprates.
Further context is obtained by contrasting

these results to previous reports of nematicity
in YBa2Cu3O6+x (YBCO), Bi2Sr2CaCu2O8+d (Bi-2212),
and NaxCa2–xCuO2Cl2 (NCCOC). Transport mea-
surements of YBCO have shown in-plane ani-
sotropy that is not solely due to crystalline
anisotropy (11–13), and x-ray diffraction measure-
ments have shown CDW order to have unidirec-
tional character (30–33). However, the relationship
between the orthorhombic structure of YBCO,
unidirectional CDW order, and intra–unit cell
electronic nematicity is not fully resolved. STM
measurements on Bi-2212 and NCCOC arguably
showmore direct evidence for intra–unit cell elec-
tronic nematicity distinct from structure (2, 14, 34).
Due to C4 structural symmetry in these mate-
rials, nematicity occurs in Ising-like nanoscale
domains. The intra–unit cell electronic nematicity
identified here in stripe-ordered La-based cup-
rates likely represents a long-range ordered an-
alog. This suggests that, like CDW order (1–9),
intra–unit cell electronic nematicity may be a
generic feature of underdoped cuprates.
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Fig. 3. Comparison between
nematicity and CDW order.
Shown is the temperature
dependence of the (001) and
CDW Bragg peak maximum
intensities (normalized by
the low-temperature value) at
the Cu L-edge in (A) LBCO,
(B) LESCO, and (C) LNSCO.
In LESCO, the (001) intensity
is enhanced below TCDW, indi-
cating a cooperative coupling
between nematic and CDW
orders. In LBCO, the CDW
peak intensity is in good

agreement with I4Cu;001. CDW peaks were measured at Q = (dH 0 1.5), where dH= –0.238, 0.264, and 0.236 for LBCO, LESCO, and LNSCO respectively.
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Transmutable nanoparticles with
reconfigurable surface ligands
Youngeun Kim,1,2 Robert J. Macfarlane,2,3*† Matthew R. Jones,1,2*‡ Chad A. Mirkin1,2,3§

Unlike conventional inorganic materials, biological systems are exquisitely adapted to
respond to their surroundings. Proteins and other biological molecules can process a
complex set of chemical binding events as informational inputs and respond accordingly
via a change in structure and function.We applied this principle to the design and synthesis
of inorganic materials by preparing nanoparticles with reconfigurable surface ligands,
where interparticle bonding can be programmed in response to specific chemical cues
in a dynamic manner. As a result, a nascent set of “transmutable nanoparticles” can be
driven to crystallize along multiple thermodynamic trajectories, resulting in rational
control over the phase and time evolution of nanoparticle-based matter.

T
he configurations of valence electrons that
largely dictate the structural arrangement
of atoms in crystals are more or less immu-
table. In contrast, the surface ligands that
dictate analogous “bonds” in nanoparticle-

based crystals are molecular in nature (1–8) and
are therefore sensitive to the presence of various
chemical signals. As a result, nanoparticle build-
ing blocks offer the possibility for dynamic and
rational reconfiguration of the surface ligands in
response to external stimuli (9, 10). Consequently,
the preference for different nanoparticle compo-
nents to bond to one another can be switched
reversibly, allowing for a set of nascent particles to
be driven down specific thermodynamic path-
ways via chemical binding events. To realize this
goal, surface ligands must be capable of process-
ing molecular binding events as inputs while
producing changes in the nanoparticle bond-
ing mode as outputs, all in a deterministic and
reproducible manner. We show that DNA-based
hairpin ligands, which undergo well-defined con-
formational changes upon binding of effector oli-
gonucleotides, can be used to alter the bonding
properties of the nanoparticles to which they are
anchored. Inspired by pluripotent stem cells,
which are capable of differentiating into mul-
tiple biological tissues, we introduce the con-
cept of a transmutable nanoparticle—a building
block with different possible binding character-
istics that can be selectively activated and deac-
tivated (with the appropriate chemical cues) and
then used to generate discrete forms of complex
crystalline matter.
Transmutable nanoparticle constructs were

created by functionalizing citrate-stabilized gold

nanoparticles with a dense monolayer of DNA
(1, 11–13). Free DNA “linkers” containing a se-
quence complementary to the nanoparticle-bound
strandswere then hybridized to these constructs,
transforming them into nanoscale programma-
ble atom equivalents (PAEs) (14). Bonding inter-
actions between PAEs have been examined for
nanoparticle constructs of various sizes (11, 15),
shapes (16, 17), and compositions (18–20) and can
be determined a priori using a set of well-
established design rules (11). Individual bonds
between particles are formed via the hybridiza-
tion of short complementary “sticky ends” that
are located at the terminus of each DNA linker
(6, 11, 12). Therefore, the bonding identity of a
particle is dictated by its sticky ends—the base
sequence, the number of strands attached to a
particle, and the location of the sticky ends
relative to the particle surface.
We studied four factors that are important in

dictating the bonding interactions between PAEs:
(i) the type of recognition sequence that defines
the type of bonding, (ii) the effective stoichiome-
try of PAEs, (iii) the density of bonding elements
on individual PAEs, and (iv) the hydrodynamic
size of PAEs. Oligonucleotide-based ligands repre-
sent an ideal means to control these bonding
properties, as a variety of DNA motifs have been
designed that enable structural reconfigurability

in both nanoparticle-based and DNA origami–
based materials (6, 21–31). In this work, dynamic
control of particle bonding is enabled by the in-
troduction of multiple “protecting groups” placed
adjacent to the sticky ends in the linker se-
quences; these protecting groups consist of
sequences that form hairpin structures (Fig. 1)
(28–30). When these hairpins are in a “pro-
tected” state (where opposite ends of the hair-
pin sequence hybridize to one another), the
sticky ends are buried within the dense DNA
monolayer, sterically inhibiting the interparticle
hybridization events necessary to mediate par-
ticle association. This hairpin structure can
undergo a transition to an activated state via
the introduction of a short “effector” oligonu-
cleotide that is complementary to the full hairpin
sequence. The resulting conformational change
pushes the sticky ends to the periphery of the
particles, allowing constructs with complementary
sticky ends to bind to one another. These effector
strands contain a short overhang sequence that
does not hybridize to the hairpin (32, 33); this
allows the hairpin structures to be reprotected
by adding a second oligonucleotide that is fully
complementary to the effector strand, resulting in
refolding of the hairpin and steric inhibition of
the sticky end (fig. S1).
The transmutable nature of these particles is

most simply demonstrated by controlling the
type of bonding elements (i.e., the sequence of
the sticky ends) to be either self-complementary
or non–self-complementary. Unary systems with
self-complementary sticky ends typically form
face-centered cubic (fcc) lattices, whereas bi-
nary systems with particles of equal size but
complementary sticky ends typically form body-
centered cubic (bcc) lattices (11–13). Therefore, in
principle, the bonding specificity of a particle
couldbe switchedbetween the self-complementary
and non–self-complementary [i.e., fcc-favoring
or bcc–favoring] states by functionalizing a par-
ticle with both types of sticky ends, each with
separately addressable protecting groups (Fig.
2A and tables S1 to S9).
When both types of sticky ends were protected

and hidden, the transmutable nanoparticles re-
mained in their nascent state; small-angle x-ray
scattering (SAXS) data confirmed that there were
no interparticle hybridization events occurring

SCIENCE sciencemag.org 5 FEBRUARY 2016 • VOL 351 ISSUE 6273 579

1Department of Materials Science and Engineering,
Northwestern University, Evanston, IL 60208, USA.
2International Institute of Nanotechnology, Northwestern
University, Evanston, IL 60208, USA. 3Department of
Chemistry, Northwestern University, Evanston, IL 60208, USA.
*These authors contributed equally to this work. †Present address:
Department of Materials Science and Engineering, Massachusetts
Institute of Technology, Cambridge, MA 02139, USA. ‡Present
address: Department of Chemistry, University of California,
Berkeley, CA 94720, USA. §Corresponding author. E-mail:
chadnano@northwestern.edu

Fig. 1. Scheme of transmutable nanoparticles and their activation pathways. DNA hairpin–based
“protecting groups” disguise terminal sticky end sequences (blue DNA segments) that mediate
particle bonding, allowing PAEs to be selectively and reversibly transformed from an unactivated,
“transmutable” state (left) to an “activated” state (right) through the binding of sequence-specific
effector oligonucleotides (purple strands, right image).
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and that all particles remained dispersed (Fig. 2A,
center). When the particles were exposed to DNA
strands that opened the hairpin protecting groups
and activated the self-complementary sticky ends,
the particles immediately assembled and subse-
quently formed an fcc lattice upon brief annealing
(Fig. 2A, bottom, and table S10). Conversely,
when the protecting groups adjacent to the non–
self-complementary sticky ends were activated,
the particles formed a bcc lattice (Fig. 2A, top).
No evidence of a bcc lattice was found when the
self-complementary sticky endswere deprotected,
and vice versa, indicating that the separate hair-
pin structures were opened in a completely or-
thogonal manner. In both the fcc- and bcc-forming
systems, the introduction of a short oligonucleotide
that caused the hairpins to reform resulted in
a complete loss of structure, with the particles
returning to their nascent state. The particles
were able to undergo at least three rounds of
deprotection/reprotection to transition to either
an fcc or bcc lattice, independent of their pre-
viously assembled states; beyond three cycles,
extended x-ray beam exposure caused sample
degradation. The bonding modes of the par-
ticles could even be directly switched in a one-step
process, without having to drive the particles
to their nascent state, by adding two different
oligonucleotides simultaneously—one that depro-
tected the sticky ends not engaged in interparticle
bonding, and one that reprotected the sticky ends
already engaged in particle bonding. These tran-
sitions were exacted through three cycles, where
addition of the oligonucleotides caused near-
instantaneous transitions of the bonding specific-
ity of the particles, thereby allowing particles to
reversibly switch between bonding modes in a
rapid and robust manner (Fig. 2B).
Another mechanism for controlling nano-

particle bond identity is to toggle the number
of bonds that can be formed between particles
(Fig. 3) (11, 34). This can be done either by
changing the number of particles available to
engage in bonding (Fig. 3A) or by changing the
density of bonding elements on the individual
particle constructs (Fig. 3B). Both methods can
be achieved by using two different protecting
groups simultaneously, which enables control
over the number of bonds that are activated by
the introduction of effector strands. In the first
method, transmutable particles are functional-
ized with a single type of protecting group and
are turned “on” or “off” in order to control the
relative stoichiometry of particle types in solu-
tion. In the second method, transmutable par-
ticles possess both types of protecting groups,
allowing for the formation of low and high
valence states through the activation of one or
both sets of protecting groups, respectively.
The first methodwas examined by designing a

system where bcc and AlB2 lattices would be
predicted to exhibit similar stabilities. In such a
system, it has been shown that the molar ratio of
particles influences the structure that is obtained;
a 1:1 molar ratio of particles results in the for-
mation of a bcc lattice, whereas a 5:1 molar ratio
results in the formation of an AlB2 lattice (11). To

test this capability, we synthesized two types of
transmutable particles, each with a unique pro-
tecting group sequence but the same sticky end
type; 20% contained one protecting group and
80% contained a second protecting group. This
batch of particles was then combined in a 5:1
ratio with nontransmutable particles containing
a complementary sticky end. When the first pro-
tecting group type was activated, complemen-
tary particles existed in a 1:1 ratio and a bcc
lattice was synthesized; the particles that were
not deprotected remained unbound in solution
(Fig. 3A, left). Upon unfolding of the second pro-
tecting group, the activated and nontransmut-
able particles existed in a 5:1 ratio, which drove
the lattice toward the formation of an AlB2-type
structure (Fig. 3A, right) This system could also be
driven between the two lattice types in a reversible
manner by selectively protecting/deprotecting
one or both sets of particles (fig. S2 and table S11).
The second method was examined by design-

ing a systemwhere changing the relative number
of sticky ends on complementary particles would
favor different phases. Because each transmut-
able particle in this system included two different
protecting groups that could be addressed ortho-

gonally, the particles could access “low-density”
and “high-density” states. In the low-density state,
the transmutable particles possessed fewer ac-
cessible sticky ends than their complements; in
the high-density state, the transmutable particles
possessed more accessible sticky ends than their
complements (Fig. 3B). The former favored a bcc
lattice, whereas the latter favored an AlB2 lattice.
Note that these crystal structures matched those
that would be predicted from a previously estab-
lished phase diagram for conventional PAEs (11).
This indicates that despite the large number of
inactive linkers on the particle surface in the low
valence state, these protected binding elements
did not interfere with the hybridization of the acti-
vated sticky ends. As in each of the previous cases,
the transitions between different bonding modes
were fully reversible (fig. S3).
The final factor investigated in this work was

the hydrodynamic size of the PAEs, because a
particle’s coordination number is dictated by the
relative sizes of the particles bonded to one another
(2, 11). Hairpin structures can be used to modify
the length of a DNA bond, as the folded state of
a hairpin is significantly shorter (3 to 9 nm dif-
ference) than the unfolded state (25, 26). In this
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Fig. 2. Programming the type of bonding of transmutable nanoparticles. (A) Transmutable particles
can be driven from an unactivated state (center) to crystallize down distinct thermodynamic
pathways by selectively deprotecting self-complementary (green) or non–self-complementary (blue
and red) sticky ends, which favor fcc (bottom) or bcc (top) lattice symmetries, respectively. (B) SAXS
data for transmutable particles cycled between fcc and bcc phases with no observable structural
hysteresis.

RESEARCH | REPORTS



particular design, the sticky ends were able to
form a bond when the hairpins were both folded
and unfolded (Fig. 4A). This is because a short
duplex region was used to increase the distance
between the sticky ends and the hairpins; hence,
the sticky ends were not sterically inhibited from
bondingwhen the hairpinwas in the folded state
(25). As a result, the bonds between particles were
not being formed and broken with the introduc-
tion of effector strands, but rather the length of
the bonds and size of the PAE were being dy-

namically changed. In these transmutable par-
ticles, two hairpins were included within each
linker strand tomaximize the difference in length
between the folded (PAE radius 35 nm) and un-
folded (PAE radius 41 nm) states.
When these size-adjustable transmutable par-

ticles were combined with complementary par-
ticles that had a fixed radius of 14 nm, the particles’
coordinationnumberswere different for the folded
andunfolded states: AnAlB2 latticewas favored for
the folded state, whereas a Cs6C60 lattice was

favored for the unfolded state. This is because
the coordination number of the larger particles
is determined by how many smaller particles
can physically fit around them (11). Therefore,
when the radius of the transmutable particles
was extended, the particles were able to achieve a
larger coordination number.
This change could be monitored via in situ

SAXS measurements, giving insight into how
these transmutable particles transitioned between
two different states (Fig. 4, B and C). Starting at
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Fig. 4. Programming the hydrodynamic size of
transmutable particles. (A) The selective folding
or unfolding of hairpin segments in DNA linkers
can be used to shorten or lengthen DNA bonding
elements, and therefore the effective size of the
PAEs. (B) SAXS data confirm that short DNA bond-
ing elements (folded hairpins) favored the formation
of AlB2 lattices (state i). Unfolding these hairpins
resulted in an increase in interparticle distance and
a loss of long-range order (state ii), but annealing
caused the particles to reorganize into a Cs6C60

lattice (state iii). Upon refolding the hairpins, the
particles followed the reverse trajectory with a de-
crease in interparticle distance and a loss of long-
range order (state iv), but annealing the lattice
restored the original AlB2 structure (state v). (C)
Interparticle distances measured at each of the
states shown in (B) indicated a rapid change in
bond length relative to the time scale of crystal
formation.

Fig. 3. Changing particle stoichiometry and
linker density of transmutable nanoparticles.
Transmutable particles functionalized with two
types of oligonucleotides that contain the same
sticky end but different protecting groups can be
used to control (A) effective PAE stoichiometry
and (B) linker density per particle. (A) At a 1:1 ra-
tio of activated transmutable particles (red) and
nontransmutable (blue) particles, a bcc lattice
was formed and unactivated particles (gray) re-
mained in the supernatant. At a 5:1 ratio, an AlB2

lattice was formed. (B) Upon the introduction of
complementary nontransmutable particles (blue),
the low-linker density state favored a bcc lattice,
whereas the high-linker density state favored an
AlB2 lattice. In both cases, transmutable particles
could be repeatedly cycled between the different
states.
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the folded state (AlB2 lattice), when the hairpin
structures were unfolded, the lattice retained the
same basic structure, but with expanded lattice
parameters and a substantial loss of long-range
order (indicated by a shift to a smaller q values
and broadening in the scattering peaks). After a
brief annealing period, the lattices transformed
into a Cs6C60 structure with long-range order. The
reverse transition occurred in a similar manner,
where the readjustment of the lattice parameters
occurred first (with a corresponding loss of long-
range order), followed by reorganization and
change in particle coordination number (fig. S4).
From this observation, it can be concluded that
changes to the bonding nature of the particles
occur on a faster time scale than the lattice for-
mation and reorganization processes. Indeed, the
bonding mode appears to change nearly instan-
taneously upon introduction of the appropriate
chemical stimuli, whereas the crystallization pro-
cess for these transmutable particles occurs on a
similar time scale and manner as previous PAE
constructs (35). Taken together, these data indicate
that activated transmutable PAEs are nearly in-
distinguishable from nontransmutable PAEs,
enhancing their utility in materials synthesis
schemes.
We have used the programmable nature of

DNA hairpins and the concept of nanoparticle-
based PAEs to develop constructs with bonding
behaviors that can be dynamically modulated in
response to specific chemical stimuli. The result-
ing structural plasticity manifested in transmut-
able particles delineates the power and potential
to control PAE architectures, and lays an im-
portant foundation for more complex and exotic
forms of adaptive matter.
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Diamond family of
nanoparticle superlattices
Wenyan Liu,1 Miho Tagawa,2 Huolin L. Xin,1 Tong Wang,3 Hamed Emamy,4

Huilin Li,3,5 Kevin G. Yager,1 Francis W. Starr,4 Alexei V. Tkachenko,1 Oleg Gang1*

Diamond lattices formed by atomic or colloidal elements exhibit remarkable functional
properties. However, building such structures via self-assembly has proven to be
challenging because of the low packing fraction, sensitivity to bond orientation, and local
heterogeneity.We report a strategy for creating a diamond superlattice of nano-objects via
self-assembly and demonstrate its experimental realization by assembling two variant
diamond lattices, one with and one without atomic analogs. Our approach relies on the
association between anisotropic particles with well-defined tetravalent binding topology
and isotropic particles. The constrained packing of triangular binding footprints of
truncated tetrahedra on a sphere defines a unique three-dimensional lattice. Hence, the
diamond self-assembly problem is solved via its mapping onto two-dimensional triangular
packing on the surface of isotropic spherical particles.

T
he diamond lattice holds a special place
among known crystal structures because
it is simultaneously simple, yet nontrivial.
Tetravalent atoms, such as carbon or sili-
con, and molecular systems such as water

form this lattice under appropriate conditions.
However, because of the openness of the lattice,
whose volume fraction is only 34% of the hard-
sphere limit, higher-density packings frequently
prevail. The structure of atomic diamond gives
rise to its distinct properties, such as extreme
mechanical hardness and a combination of high

thermal conductivity and electrical insulation
(1). The immense historical interest in colloidal
diamond lattices is due to the predicted optical
response—in particular, its potential application
as a full three-dimensional (3D) photonic band
gap material (2). Yet, building 3D diamond lat-
tices from nano- and microscale particles by
means of self-assembly has proven to be remark-
ably difficult.
Computationally, it was predicted that a de-

licate balance of isotropic interactions and packing
effects might permit the formation of diamond-
ordered lattices (3–6). Indeed, diamond-like struc-
tures of isotropically interacting systems were
observed in polymers (7, 8) and in a binary sys-
tem of charged nanoparticles (NPs) (9). However,
the interactions are typically highly system-
specific; thus, it is difficult to generalize such a
strategy for the rational assembly of a diamond
lattice. Alternatively, engineered anisotropic in-
teractions have been considered. For example,
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precisely truncated tetrahedra were computa-
tionally predicted to show a diamond lattice (10).
Micrometer-scale colloids with tetrahedrally ar-
ranged binding sites (11), known as “patchy”
particles, were developed experimentally (12–14).
Similar to the tetrahedral symmetry of covalent
bonds in atomic systems, such as carbon or sil-
icon, such patchy particles should naturally form
diamond lattices. However, recent computa-
tional studies proved that at equilibrium, cubic
diamond (CD) is degenerate with its hexagonal
counterpart when there are only short-range
interactions (12). Moreover, both these struc-
tures compete with an amorphous tetrahedral
“liquid,” which is thermodynamically favored
unless the bonding is highly directional (15–17).
Free rotation about bonds easily introduces de-
fects, including a mixture of both cubic and hex-
agonal local structures and leading to a kinetically
arrested, disordered state. Thus, tetrahedral mo-
tifs on their own are not sufficient for the robust
assembly of a diamond crystal. Furthermore, the
high sensitivity of the lattices to the position

of binding spots imposes exceptionally stringent
requirements on the fidelity of particle fabrica-
tion. Combined, these complications have hind-
ered the rational assembly of diamond from
either micro- or nanoscale particles.
Here, we demonstrate self-assembly of nano-

scale cubic diamond superlattices. In our ap-
proach, the 3D assembly problem is transformed
into a 2D packing problem, bypassing the enu-
merated challenges. Specifically, our central hypo-
thesis is that the assembly of a diamond structure
might be realized without imposing strict require-
ments on the position, orientation, and shape of
binding spots but rather by relying on the self-
organization of the binding “footprints” of shaped
particles on the surface of isotropic spherical
particles (Fig. 1). Although this assembly scenario
might seem hopelessly unconstrained, we dem-
onstrate experimentally that our approach leads
to the desired diamond structure, drastically
streamlining the assembly process. In essence,
the engineered topology of interparticle connec-
tions encodes a 3D lattice owing to the par-

ticular way the footprints of these particles can
organize on the surface of the isotropic particles.
We show the fabrication of a family of lattices
based on the diamond motif using NPs of dif-
ferent types.
Given its distinct selectivity of interactions

and structural plasticity, DNA provides a versa-
tile tool for the programmable assembly of finite-
sized and extended nanoparticle structures (18–22)
and close-packed lattices (23–26). Our strategy
allows for assembly of the diamond family of
lattices by using tetrahedral cages, constructed
using DNA origami technology (27, 28), as topo-
logical linkers between isotropic NPs. Because the
size of the origami structure is comparable with a
nanoparticle diameter, the tetrahedral linker can
be viewed practically as a vertex-truncated tetra-
hedron (Fig. 1, zoom-in view) with a triangular
footprint, which can bind to the isotropic DNA-
coated gold NPs via hybridization (Fig. 1).
Isotropic particles and tetrahedral origami self-

assemble into an open face-centered cubic (FCC)
lattice (Fig. 1, route A). By caging an additional
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Fig. 1. Schematic illustration of the experimental strategy. A circular
single-stranded M13 DNA genome is folded by a set of helper strands to
generate a rigid tetrahedral DNA origami cage containing two sets of sticky-
ended DNA strands.One set (green) is projected from the inner faces of the
edges, functioning as an anchor to encapsulate and hold the guest particle
(uniformly coated with green strands) inside the cage; another set (red) is in-
stalled at each vertex of the tetrahedral cage, acting as a sticky patch to provide
binding to the basis particles (uniformly coated with red strands). (Zoom in) A
detailed view of the vertex (truncated) of the tetrahedron cage.The image below
the tetrahedron model is a reconstructed cryo-EM density map of the tetra-

hedron. The guest and the basis particles coated with corresponding comple-
mentary DNA can either individually interact with the tetrahedral cages to form
tetravalent caged particles and FCC superlattices (route A, empty cages), re-
spectively, or together hybridize with the tetrahedral cages to create diamond
crystals (route B, with caged particle). A representative of a constructed tetra-
valent caged particle is shown in a negative-staining TEM image beside the
model. (Top right) A visual definition of the system components for simplified
illustration of shown FCC and diamond superlattices. Scale bars, 20 nm.
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NP inside each tetrahedron, coassembly with un-
caged, isotropic NPs (Fig. 1, route B) instead gives
rise to a diamond lattice.
The DNA origami tetrahedron cage is con-

structed with each of its six edges containing a
rigid 10-helix bundle with a length of ≈36 nm
and a cross section of ≈9 by 6 nm (Fig. 1). This
design creates roughly triangular footprints at
the vertices, which contain six dangling single-
stranded DNA (ssDNA) (Fig. 1, red strands) for
binding of isotropically DNA-coated “basis par-
ticles” (melting temperature for DNA links, Tm ≈
42.3°C). Selected tetrahedral edges are encoded
with a different ssDNA sequence that projects
toward the interior (Fig. 1, green strands). These
internal strands contain ssDNA overhangs (Tm ≈
48°C) that anchor the “guest particles” (up to
≈26 nm in diameter) inside the tetrahedra, form-
ing tetravalent caged particles (details are pro-
vided in the supplementary materials). To achieve
single-particle encapsulation, we used gold NPs
with a core diameter of 14.5 nm (excluding DNA
shell).
We examined the assembled constructs using

transmission electron microscopy (TEM). The
structure of the DNA origami tetrahedron was
resolved by use of cryogenic EM (cryo-EM) and

single-particle 3D reconstruction techniques and
showed excellent agreement between reconstruc-
tion and design (Fig. 1 and fig. S3A). Negative-stain
TEM images reveal the high-fidelity positioning
of the central guest particle within the tetra-
hedron, as well as the undistorted cage-particle
construct (Fig. 1 and fig. S3B).
We asked whether these nanocomponents—

basis isotropic particles, tetrahedra, and tet-
ravalent caged NPs—could be assembled into
superlattices. We first tested the assembly of the
basis particles (core diameter, 14.5 nm) with the
tetrahedral cages, whose vertices host comple-
mentary ssDNA (Fig. 1, route A). We mixed and
annealed the two components and probed the
assembled structure by means of in situ small-
angle x-ray scattering (SAXS). The 2D scattering
pattern and the associated structure factor S(q)
revealed a series of sharp scattering peaks. The
ratio of the positions of the peaks (qn/q1) matches
1:

ffiffiffiffiffiffiffiffi
4=3

p
:

ffiffiffiffiffiffiffiffi
8=3

p
:

ffiffiffiffiffiffiffiffiffi
11=3

p
: 2:

ffiffiffiffiffiffiffiffiffiffi
16=3

p
…, indicating

the formation of a well-defined FCC lattice (Fig. 2,
A and C). Our modeling of S(q)—which accounts
for particle size, origami dimensions, and lat-
tice correlation length (a description of the SAXS
modeling is available in the supplementary
materials)—is in excellent agreement with the

experimental curve (29) (Fig. 2C, top channel,
and fig. S10). How the basis particles are linked
by DNA tetrahedra in the FCC lattice is illustrated
in Fig. 2D. The interparticle distance d is 71.9 nm,
which is consistent with the spacing calculated
from the sizes of our components (a detailed cal-
culation is provided in the supplementary ma-
terials). Formation of the FCC lattice per se is
noteworthy, given the rotational freedom of the
tetrahedra when they interact with isotropic
particles in the lattice.
The FCC structure provides a platform for the

assembly of a CD lattice because the unit cell of
diamond can be viewed as a FCC cell with four
additional objects located at (1/4, 1/4, 1/4), (3/4,
3/4, 1/4), (1/4, 3/4, 3/4), and (3/4, 1/4, 3/4), the
exact centers of the tetrahedra (Fig. 1). Thus, to
assemble a CD lattice, we used isotropic gold
NPs of 14.5-nm core diameter both as the basis
particles and the guest particles. Using a one-pot
slow annealing process, we mixed an equal molar
ratio of two types of NPs coated with different
DNA (sequence designs are provieded in the sup-
plementary materials) (table S1). Because of the
separation of melting temperatures of anchoring
strands inside tetrahedra and at the vertices, the
lattice assembly occurs in two distinct steps
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Fig. 2. SAXS characterization of the diamond
familyofnanoparticlesuperlattices. (A) 2D SAXS
pattern of the FCC superlattices constructed with
basis particles (core diameter, 14.5 nm) and tetra-
hedral DNA origami cages. (B) 2D SAXS pattern
of the diamond superlattices formed from basis
particles (core diameter, 14.5 nm) and tetravalent
caged particles (core diameter, 14.5 nm). (C) In-
tegrated 1D patterns. The top channel shows ex-
perimental (red) and calculated (black) 1D SAXS
patterns for the FCC crystals.The bottom channel
shows experimental (green) and calculated (black)
1D SAXS patterns for the diamond crystals. (Insets)
Standard FCC (top) and diamond unit cells (bottom).
(D) Unit cell model of the assembled FCC super-
lattice. (E) Unit cell model of the constructed dia-
mond crystal. (F) 2D SAXS pattern of the zinc
blende lattices constructed with basis particles
(core diameter, 8.7 nm) and tetravalent caged par-
ticles (core diameter, 14.5 nm). (G) 2D SAXS pat-
tern of the wandering zinc blende lattices formed
from basis particles (core diameter, 8.7 nm) and
guest particle pairs (core diameter, 8.7 nm) caged
inside the tetrahedra. (H) Integrated 1D patterns.
The top channel shows experimental (red) and
modeled (black) structure factors, S(q), for the
zinc blende crystals (inset, standard zinc blende
unit cell). The bottom channel shows experimental
(green) and modeled (black) structure factors for
the wandering zinc blende lattices. (I) Unit cell
model of the assembled zinc blende superlattice.
(J) Unit cell model of the wandering zinc blende
lattice, where caged particle pairs have no specific
orientation in the tetrahedra.
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(Fig. 1): The guest particles with DNA shells com-
plementary to inner (green) strands were first
trapped inside the cages, forming the tetrava-
lent caged particles; these caged particles sub-
sequently hybridized with the basis particles
to form lattices. The SAXS reveals a crystalline
organization with a substantial degree of long-
range order, as evident from >15 sharp diffraction
peaks (Fig. 2, B and C). The peak positions cor-
respond to qn/q1 ≈ 1:

ffiffiffiffiffiffiffiffi
8=3

p
:

ffiffiffiffiffiffiffiffiffi
11=3

p
:

ffiffiffiffiffiffiffiffiffiffi
16=3

p
:ffiffiffiffiffiffiffiffiffiffi

19=3
p

:
ffiffiffi
8

p
: 3…, which is in precise agreement

with a cubic diamond lattice. The measured lat-
tice constant is 100.7 nm (2p

ffiffiffi
3

p
=q1), which is

consistent with the 43.7-nm center-to-center dis-
tance between the basis and caged particles
(a

ffiffiffi
3

p
=4) and the 71.2-nm distance between

the two basis particles (a=
ffiffiffi
2

p
). The agreement

between the calculated and experimental S(q)
profiles further confirms the formation of a well-
ordered diamond lattice (Fig. 2C, bottom chan-
nel, and fig. S11), whose unit cell model is shown
in Fig. 2E.

On the basis of the same strategy, we built
two variant lattices in the CD family: a zinc
blende lattice and another lattice for which there
is no known atomic analog. The zinc blende lat-
tice was obtained by replacement of the 14.5-nm
basis particles in the CD with smaller 8.7-nm
particles. Our assembled zinc blende structures
exhibited excellent long-range crystalline order
(Fig. 2, F and H, and fig. S4). Again, we observed
a precise correspondence between experimental
and modeled scattering curves (Fig. 2H, top chan-
nel, and fig. S12), confirming the formation of the
designed zinc blende lattice shown in Fig. 2I.
To assemble the second variety of the CD

family lattice, we used a pair of 8.7-nm core di-
ameter guest NPs for caging inside the tetrahe-
dra and NPs, with a core diameter of 8.7 nm as
the basis particles. The tetrahedron interiors were
decorated with two additional anchoring strands,
for a total of 6 ssDNA. The reduced NP size and
the increased anchor points allow for the caging
of two particles within one DNA origami tetra-

hedron (fig. S8). We call the assembled struc-
ture a “wandering” zinc blende lattice because
the guest particles have greater positional free-
dom. Its x-ray diffraction pattern is similar to
that of the canonical zinc blende structure, but
of a lower quality (Fig. 2, G and H). The absence
of higher-order diffraction peaks is likely due to
the random occupancy of the two distinct but
equally sized particles within the tetrahedra. Our
SAXS modeling in this case assumed that the
two caged particles were randomly and isotropi-
cally oriented. The modeled profile approximately
matches the experimental curve (Fig. 2H, bottom
channel, and fig. S13), supporting our predicted
structural organization (Fig. 2J). This binary orga-
nization is notable because one nanocomponent
(the basis particle) is well positioned, whereas
another component (the guest particle pair) has
considerable local freedom.
We also applied cryo-scanning transmission

electron microscopy (cryo-STEM) to directly vi-
sualize the assembled lattices. The cryo-STEM
images of the assembled diamond-family super-
lattices are shown in Fig. 3, plunge-frozen from
their native liquid environment (figs. S5 to S7).
In this experiment, the image formation is dom-
inated by Rutherford scattering from the at-
omic nuclei in the sample. Thus, the image
reflects the projected atomic mass contrast, in
which areas with gold would have intensities
higher than those of ice. As can be seen in Fig. 3,
A, E, and I, respectively, all three assemblies—
FCC, diamond, and zinc blende—exhibit well-
ordered lattices of NPs. The enlarged images of
each self-assembled superlattice shown in Fig. 3,
B, F, and J, respectively, match the [110] pro-
jections of their corresponding models (Fig. 3,
C, G, and K). To draw an analogy between our
self-assembled superlattices and naturally oc-
curring atomic crystals, the atomic-resolution
images of platinum (FCC), silicon (CD), and zinc
telluride (zinc blende) along the [110] zone axis
are shown in Fig. 3, D, H, and L, respectively. The
self-assembled nanoparticle superlattices (Fig. 3,
B, F, and J) closely match their atomic analogs.
The mechanism of formation for these diamond-

family lattices is quite intricate. Over short ranges,
the energy of the FCC lattice is identical to that
of the hexagonally closed packed (HCP) lattice,
as well as their derivatives such as CD, zinc
blende, and hexagonal diamond (HD). The CD
and HD lattices are indistinguishable from the
point of view of the nearest-neighbor coordina-
tion because in both scenarios, tetrahedra can
connect to four particles. Furthermore, whereas
the DNA tetrahedron binds anisotropically, the
basis particles interact isotropically. In other
words, there is seemingly substantial freedom
in the way in which the tetrahedra can attach to
a particle surface.
Below, we present a simple model that ex-

plains the formation of the observed superlattices.
This model attributes their robust self-assembly
to the specific truncated architecture of the DNA
cages (Fig. 4A), not merely to their overall tetra-
hedral symmetry. In this model, steric and electro-
static repulsion between the cages is represented
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Fig. 3. Cryo-STEM images of the diamond family of nanoparticle superlattices. (A and B) FCC
superlattices constructed with basis particles (core diameter, 14.5 nm) and tetrahedral DNA origami cages.
(A) Low-magnification image. (B) High-magnification image taken along the [110] zone axis. (C) Schematic
projection of a FCC lattice along [110] zone axis. (D) High-angle annular dark-field scanning–STEM
(HAADF-STEM) image of platinum viewed in the [110] direction. (E and F) Diamond superlattices formed
from basis particles (core diameter, 14.5 nm) and tetravalent caged particles (core diameter, 14.5 nm). (E)
Low-magnification image. (F) High-magnification image taken along the [110] zone axis. (G) Schematic
projection of a diamond lattice along [110] zone axis. (H) HAADF-STEM image of silicon viewed along the
[110] direction. (I and J) Zinc blende lattices constructed with basis particles (core diameter, 8.7 nm) and
tetravalent caged particles (core diameter, 14.5 nm). (I) Low-magnification image. (J) High-magnification
image taken along the [110] zone axis. (K) Schematic projection of a zinc blende lattice along [110] zone
axis. (L) HAADF-STEM image of zinc telluride viewed along the [110] direction. The match between the
nanoparticle lattices and the atomic analogs confirms the successful assembly of the diamond family of nano-
particle superlattices. Scale bars, (A), (E), and (I), 500 nm; (B), (F), and (J), 50 nm; (D), (H), and (L), 0.5 nm.
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by the rigid-body interaction between the trun-
cated tetrahedra.
Each tetrahedron binds to a spherical parti-

cle, through a large “footprint” on its surface, as
shown in Fig. 4A (red triangle), owing to its trun-
cation. This footprint is approximately an equi-
lateral triangle, with side length b ≈ 10s ≈ 20 nm
(where s ≈ 2 nm is the diameter of a DNA du-
plex). For the combination of sizes used in our
experiments, the hard-core constraint between
truncated tetrahedra is equivalent to the require-
ment of no overlap between their respective foot-
prints on the spherical particle surface. In this
way, we map the 3D assembly of NPs and cages
onto the 2D arrangement of triangles on a
spherical surface. In this mapping, the sphere
corresponds to a NP with its DNA shell, including
the double-stranded DNA (dsDNA) segments
formed upon hybridization with the cages. The
diameter D of this sphere in our experiments is
D ≈ 35 nm, out of which 14.5 nm is the gold
core and 10 nm is an approximate thickness of
the ssDNA/dsDNA shell.
Shown in Fig. 4B are three examples of the

triangle-on-a-sphere arrangements that corre-
spond to three plausible superlattices: FCC (with
1:1 NP to DNA cage ratio, as shown in Fig. 4C),
HCP, and FCC (with 1:2 ratio). FCC (1:1) clearly
corresponds to the most compact footprint ar-
rangement. Whereas FCC (1:2) can be discarded

as geometrically impossible for our size ratio
(b/D ≈ 0.6), in the case of HCP, the noncompact
footprint arrangement translates into a significant
entropic cost compared with that of FCC (1:1). As
we show, this entropy is associated primarily with
rotational degrees of freedom of DNA cages (sup-
plementary materials), and the corresponding cor-
rection to the free energy per cage is

DF ≈ 2kT ln
b∗ − b

b∗=2 − b

� �

Here, b∗ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6D2 − 8b2

p
. In our case (b/D ≈ 0.6),

a substantial thermodynamic advantage to FCC is
given by DF ≈ 2.8kT. In addition, electrostatics
and steric repulsions between cages would also
favor FCC over HCP.
To further validate this conclusion, we per-

formed numerical simulations of ground-state
structures of the DNA-origami–linked nanopar-
ticle structures using a coarse-grained repre-
sentation, previously validated experimentally
(30). We examined configurations of basis par-
ticles linked by tetrahedra in either FCC or HCP
arrangements. In the FCC (or CD) configura-
tion, the faces of tetrahedra are aligned (Fig. 4D),
whereas in the HCP (or HD), only alternating
planes align (Fig. 4E). Consequently, the longer-
ranged repulsion between edges results in an
energy gap that favors FCC (Fig. 4F). The size of

this gap is related to the screening length of the
potential. Thus, the medium-ranged repulsion
of the truncated tetrahedral linkers provides an-
other thermodynamic driving force to stabilize
FCC (or CD) over otherwise similar structures.
Thus, we have demonstrated how packing of

linker footprints on the surface of isotropic nano-
particles can enforce the formation of a desired
lattice, including the experimental realization of
the elusive diamond superlattice and its derivatives.
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Fig. 4. Mechanism of the formation of the FCC and diamond superlattices. (A) Model of the binding
interaction between the DNA tetrahedral cage and the nanoparticle.The DNA tetrahedral cage was modeled
as a truncated tetrahedron completely encompassing the cage. The binding of the tetrahedral cage to the
nanoparticle leaves an equilateral triangular footprint on the particle surface. (B) Triangle-on-a sphere ar-
rangement. (Top) For the FCC superlattice (with 1:1 NP to DNA cage ratio). (Middle) For the HCP super-
lattice. (Bottom) The FCC superlattice (with 1: 2 NP to DNA cage ratio). (C) Illustration of the FCC
lattice of isotropic particles formed because of their connection by truncated tetrahedra in the regime
shown in (B) [top, FCC (1:1)]. (D) Snapshot of the simulation for FCC (or cubic diamond) configuration.
(E) Snapshot of the simulation for HCP (or hexagonal diamond) configuration. (F) Ratio of electrostatic
energy for FCC (or CD) and HCP (or HD) organizations, based on screened Coulombic interactions
between the negatively charged DNA bundles that comprise the tetrahedral cages. The lower energy
of FCC organizations is favored.

RESEARCH | REPORTS



SPINTRONICS

Electrical switching of
an antiferromagnet
P. Wadley,1*† B. Howells,1* J. Železný,2,3 C. Andrews,1 V. Hills,1 R. P. Campion,1

V. Novák,2 K. Olejník,2 F. Maccherozzi,4 S. S. Dhesi,4 S. Y. Martin,5 T. Wagner,5,6

J. Wunderlich,2,5 F. Freimuth,7 Y. Mokrousov,7 J. Kuneš,8 J. S. Chauhan,1

M. J. Grzybowski,1,9 A. W. Rushforth,1 K. W. Edmonds,1 B. L. Gallagher,1 T. Jungwirth2,1

Antiferromagnets are hard to control by external magnetic fields because of the alternating
directions of magnetic moments on individual atoms and the resulting zero net magnetization.
However, relativistic quantum mechanics allows for generating current-induced internal fields
whose sign alternates with the periodicity of the antiferromagnetic lattice. Using these fields,
which couple strongly to the antiferromagnetic order, we demonstrate room-temperature
electrical switching between stable configurations in antiferromagnetic CuMnAs thin-film
devices by applied current with magnitudes of order 106 ampere per square centimeter.
Electrical writing is combined in our solid-state memory with electrical readout and the stored
magnetic state is insensitive to and produces no external magnetic field perturbations, which
illustrates the unique merits of antiferromagnets for spintronics.

I
n charge-based information devices, per-
turbations such as ionizing radiation can
lead to data loss. In contrast, spin-based
devices, in which different magnetic moment
orientations in a ferromagnet (FM) represent

the zeros and ones (1), are robust against charge
perturbations. However, the FM moments can be
unintentionally reoriented and the data erased
by perturbing magnetic fields generated exter-
nally or internally within the memory circuitry.
If magnetic memories were based on antiferro-
magnets (AFMs) instead, they would be robust
against charge and magnetic field perturbations.
Additional advantages of AFMs compared to FMs
include the invisibility of data stored in AFMs
to external magnetic probes, ultrafast spin dyna-

mics in AFMs, and the broad range of metal,
semiconductor, or insulator materials with room-
temperature AFM order (2–7).
The energy barrier separating stable orienta-

tions of ordered spins is due to the magnetic
anisotropy energy. It is an even function of the
magnetic moment, which implies that the mag-
netic anisotropy and the corresponding memory
functionality are readily present in both FMs and
AFMs (8, 9). The magneto-transport counterpart
of the magnetic anisotropy energy is the aniso-
tropic magnetoresistance (AMR). In the early
1990s, the first generation of FM magnetic ran-
dom access memory (MRAM) microdevices used
AMR for the electrical readout of the memory
state (10). AMR is an even function of the mag-

netic moment, which again implies its presence
in AFMs (11). Although AMR in AFMs was ex-
perimentally confirmed in several recent studies
(12–17), efficient means for manipulating AFM
moments have remained elusive.
It has been proposed that current-induced

spin transfer torques of the form dM=dt ∼ M�
ðM � pÞ, which are used for electrical writing in
the most advanced FM MRAMs (1), could also
produce large-angle reorientation of the AFM
moments (18). In these antidamping-like torques,
M is the magnetic moment vector and p is the
electrically injected carrier spinpolarization. Trans-
lated to AFMs, the effective field proportional
to ðMA;B � pÞ that drives the antidamping-like
torque dMA;B=dt ∼ MA;B � ðMA;B � pÞ on indi-
vidual spin sublattices A and B has the favorable
staggered property, i.e., alternates in sign be-
tween the opposite spin sublattices.
In FM spin-transfer-torque MRAMs, spin-

polarized carriers are injected into the free
FM layer from a fixed FM polarizer by an out-
of-plane electrical current driven through the
FM-FM stack. In analogy, (18) assumes injec-
tion of the spin-polarized carriers into the AFM
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Fig. 1. Theory of the staggered current-induced field in CuMnAs. (A)
Schematic of the inverse spin-galvanic effect in a model inversion asymmetric
Rashba spin texture (red arrows). kx;y are the in-planemomentumcomponents.
The nonequilibrium redistribution of carriers from the left side to the right
side of the Fermi surface results in a net in-plane spin polarization (thick red
arrow) along þz� J direction, where J is the applied current (black arrow).
(B) Same as (A) for opposite sense of the inversion asymmetry, resulting in
a net in-plane spin polarization (thick purple arrow) along −z� J direction.
(C) CuMnAs crystal structure and AFM ordering.The two Mn spin-sublattices
A and B (red and purple) are inversion partners.This and panels A and B imply
opposite sign of the respective local current–induced spin polarizations,

pA ¼ −pB, at spin sublattices A and B. The full CuMnAs crystal is centro-
symmetric around the interstitial position highlighted by the green ball. (D) Mi-
croscopic calculations of the components of the spin-orbit field transverse to
the magnetic moments per current density 107 A cm−2 at spin sublattices A
and B as a function of themagneticmoment angle φmeasured from the x axis
([100] crystal direction).The electrical current is applied along the x and y axes.
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from a fixed FM polarizer by out-of-plane elec-
trical current driven in a FM-AFM stack. How-
ever, relativistic spin-orbit coupling may offer
staggered current-induced fields, which do not
require external polarizers and which act in bare
AFMcrystals (19). The effect occurs in AFMswith
specific crystal and magnetic structures for which
the spin sublattices form space-inversion part-
ners. Among these materials is a high–Néel
temperature AFM, tetragonal-phase CuMnAs,
which was recently synthesized in the form of
single-crystal epilayers on III-V semiconductor
substrates (20).
Relativistic current-induced fields observed

previously in broken inversion-symmetry FM
crystals (21–29) can originate from the inverse
spin-galvanic effect (30–34) (Fig. 1, A and B).
The full lattice of the CuMnAs crystal (Fig. 1C)
has an inversion symmetry with the center of
inversion at an interstitial position (green ball
in the figure). This implies that the mechanism
described in Fig. 1, A and B, will not generate a
net current-induced spin density when integrated
over the entire crystal. However, Mn atoms form
two sublattices (depicted in Fig. 1C in red and
purple) whose local environment has broken in-
version symmetry, and the two Mn sublattices
form inversion partners. The inverse spin-galvanic
mechanisms of Fig. 1, A and B, will generate
locally nonequilibrium spin polarizations of op-
posite signs on the inversion-partner Mn sublat-
tices. For these staggered fields to couple strongly
to the AFM order, it is essential that the inversion-
partner Mn sublattices coincide with the two
spin sublattices A and B of the AFM ground
state (19). The resulting spin-orbit torques have
the form dMA;B=dt ∼ MA;B � pA;B, where the
effective field proportional to pA ¼ −pB acting on
the spin-sublattice magnetizations MA;B alter-
nates in sign between the two sublattices. The
CuMnAs crystal and magnetic structures (Fig. 1C)
fulfill these symmetry requirements (20).
To quantitatively estimate the strength of the

staggered current-induced field, we performed
microscopic calculations based on the Kubo
linear response formalism (35) (see supplemen-
tary text for details). The calculations (Fig. 1D)
confirm the desired opposite sign of the current-
induced field on the two spin sublattices and
highlight the expected dependence on the mag-
neticmoment angle, which implies that the AFM
moments will tend to align perpendicular to the
applied current. For reversible electrical switch-
ing between two stable states and the subsequent
electrical detection by the AMR, the setting cur-
rent pulses can therefore be applied along two
orthogonal in-plane cubic axes of CuMnAs. The
magnitude of the effect seen in Fig. 1D is com-
parable to that of typical current-induced fields
applied in FMs, suggesting that CuMnAs is a
favorable material for observing current-induced
switching in an AFM.
Our experiments were conducted on epitaxial

films of the tetragonal phase of CuMnAs, which
is amember of a broad family of high-temperature
I-Mn-V AFM compounds (6, 7, 20). We have
observed the electrical switching and readout
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Fig. 2. Electrical switching of the AFM CuMnAs. (A) Scanning transmission electron microscopy
image of CuMnAs/GaP in the [100]–[001] plane. (B) Magnetization versus applied field of an un-
patterned piece of the CuMnAs/GaP wafer measured by SQUIDmagnetometer. (C) XMLD-PEEM image
of the CuMnAs film with x-rays at the Mn L3 absorption edge incident at 16° from the surface along the
[100] axis. (D) Optical microscopy image of the device and schematic of the measurement geometry.
(E) Change in the transverse resistance after applying three successive 50-ms writing pulses of am-

plitude Jwrite ¼ 4� 106 A cm−2 alternately along the [100] crystal direction of CuMnAs (black arrow in
panel D and black points in panel E) and along the [010] axis (red arrow in panel D and red points in

panel E).The reading current Jread is applied along the [110] axis, and transverse resistance signals R⊥

are recorded 10 s after each writing pulse. A constant offset is subtracted fromR⊥. Measurements were
done at a sample temperature of 273 K.

Fig. 3. Dependence of the switching on the writing pulse length and amplitude. Transverse resist-
ance after successive writing pulses along the [100] axis (black points) and [010] axis (red points) for
different current amplitudes (A) or pulse lengths (B). R⊥ is recorded 10 s after each writing pulse. R is the
average of the longitudinal resistance R. Measurements were done at sample temperature of 273 K. A
constant offset is subtracted from R⊥.
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effects described below in more than 20 devices
fabricated from five different CuMnAs films, with
thicknesses ranging from 40 to 80 nm, grown on
either GaP or GaAs substrates. The electrical
data shown in Figs. 2 to 4 were obtained on a
46-nmepilayer on lattice-matchedGaP(001),whose
transmission electron microscopy image (Fig. 2A)
demonstrates excellent structural and chemical
order (20). Consistent with the AFM order of the
CuMnAs film, superconducting quantum inter-
ference device (SQUID) magnetometry mea-
surements (Fig. 2B) show only the diamagnetic
background of the sample substrate. X-ray mag-
netic linear dichroism–photoelectron emission
microscopy (XMLD-PEEM) measurements at
the Mn L3 absorption edge show that the AFM
moments are oriented in the plane of the film,
with a submicrometer-scale domain structure
(Fig. 2C). Neutron diffraction confirmed collinear
AFM order with a Néel temperature TN ¼ 480 K
(20, 36). The CuMnAs film is metallic with a room-
temperature sheet resistivity of 160 microhm cm.
In Fig. 2E, we demonstrate the electrical

writing in a CuMnAs device (Fig. 2D). The sam-
ple was held at a stable temperature of 273 K
inferred from the temperature calibration of the
resistivity of the CuMnAs film. Three successive
50-ms writing pulses of amplitude Jwrite ¼ 4�
106 Acm−2 were applied alternately along the

[100] crystal axis of CuMnAs (black arrow in
Fig. 2D and black points in Fig. 2E) and along
the [010] axis (red arrow in Fig. 2D and red points
in Fig. 2E). Note that Jwrite ¼ 4� 106 A cm−2 is
the current density in the central region of the
device obtained from finite element modeling
for the applied current of 90 mA driven through
the 28-mm-wide writing arms of the device. The
reading current Jread was applied along the [110]
in-plane diagonal and resistance signals, R⊥,
transverse to Jread are recorded 10 s after each Jwrite
pulse. A constant offset is subtracted from R⊥.
The [100]-directed writing pulses are expected

to set a preference for domains with AFM spin
axis along the [010] direction (black double-
arrow in Fig. 2D) and the [010]-directed pulses
for domains with AFM spin axis along the [100]
direction (red double-arrow in Fig. 2D). Consis-
tent with this picture, successive Jwrite pulses in
one direction increase the amplitude of the read-
out R⊥ signal of one sign and pulsing in the or-
thogonal direction increases the amplitude of
R⊥ of the opposite sign. As seen in Fig. 2E, all
the AFM memory states can be written repro-
ducibly. The signals are independent of the po-
larity of the writing current, which is expected
for the current-induced switching in AFMs. The
amplitude of the switching current applied in
our AFM memory is comparable to that of FM

spin transfer torque MRAMs and is much lower
than in the early observations of spin-orbit torque
switching inFMmetals,where 100MAcm−2 pulses
were used to reverse magnetization in a Pt/Co
bilayer (29).
In Fig. 3, A and B, we explore in more detail

the domain reconfiguration by applying a series
of 50 Jwrite pulses of varying length and ampli-
tude along the [010] direction (red points) and
[100] direction (black points) at 273 K. The data,
which again show highly reproducible switching
patterns, illustrate that the imbalance in the do-
main populations increases with the length and
amplitude of the writing pulses and tends to
saturate with the increasing number of pulses.
Because in these measurements, heating of the
central region of the device can reach tens of
degrees during the writing pulses, we did not
explore the switching behavior further beyond
the pulse lengths and amplitudes shown in Fig.
3, A and B. More intense pulses in our device
design can lead to irreproducible characteristics
or device failure due to structural changes. Apart
from the absolute R⊥ values, we also indicate in
Fig. 3, A and B, relative values R⊥=R of the signal,
where R is the longitudinal resistance R aver-
aged over the different states set by the writing
pulses along the [100]/[010] directions. Belowwe
will associate R⊥=R, reaching 0.2%, with the
transverse AFM AMR. Further confirmation of
the picture of the current-induced domain recon-
figuration by the applied writing pulses is given
by XMLD-PEEM measurements and XMLD spec-
troscopy (see figs. S1 and S2 and supplemen-
tary text.)
We now analyze the symmetry of the mea-

sured resistances for different probe current di-
rections. Figure 4 shows switching data for both
the transverse resistance signal and the longi-
tudinal signal,DR=R,whereDR ¼ R − R, obtained
at the sample temperature of 150 K. In these
lower-temperature experiments, we applied five
successive 275-ms pulses of amplitude Jwrite ¼
4:5� 106 A cm−2 along the [100] or [010] axis
to obtain signals comparable to the higher-
temperature measurements. Each row in Fig. 4
corresponds to a different axis along which we
apply the probe current Jread. From top to bottom,
the reading current is applied along the crystal
axis [110], [110], [100], and [010].
Consistent with the AMR symmetry, the trans-

verse signals (also known as the planar Hall ef-
fect) are detected for the AFM spin-axes angle set
toward T45° from the probe current, and the
transverse signal flips sign when the probe cur-
rent is rotated by 90°. The corresponding longi-
tudinal signals vanish in this geometry. For AFM
spin axes set toward T90° from the probe cur-
rent, the transverse signal vanishes and the long-
itudinal signal is detected,which is again consistent
with the AMR symmetries. The AMR nature of
the electrical signals is further confirmed by the
comparable amplitudes of the transverse and
longitudinal signals. We note that apart from the
stable AMR signals, the longitudinal resistances
show an additional time dependence, which is
due to the cooling of the sample after the writing
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Fig. 4. AMR symmetry of the electrical readout signals. (A) Optical microscopy image of the device
and of the measurement geometries with different probe current directions (green arrows). The writing

current directions are shown by black and red arrows. (B) Normalized transverse resistanceR⊥=R after five
writing current pulses along the [100] axis (black) and five pulses along the [010] axis (red) for the reading
current directions shown in (A). Vertical lines indicate the times of the pulses.The pulse length is 275 ms

and amplitude Jwrite ¼ 4:5� 106 A cm−2. Measurements were done at a sample temperature of 150 K. A
constant offset is subtracted fromR⊥. (C) As for (B) but for the normalized longitudinal resistance change,

DR=R, where DR ¼ R − R.
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pulses. These isotropic changes in R correspond
to a temperature change of a fraction of a Kelvin
over the probing time interval.
We also observe these AMR symmetries in

higher-temperature measurements. However,
the AMR changes sign between the higher- and
lower-temperature data, as seen when compar-
ing the transverse resistance signals in Figs. 2
and 3 with the corresponding measurements in
the first row of Fig. 4. The change in sign of the
AMR is further confirmed in fig. S3 (see also the
supplementary text), where the measured tem-
perature dependence of AMR is shown and com-
pared to calculations. From this comparison, we
can infer the preferred AFM spin-axis direction
for the given writing current direction. The ex-
perimental and theoretical AMR signs match if
the AFM spin axis aligns perpendicular to the
writing current. This is consistent with the pre-
dicted direction of the spin-orbit current-induced
fields andwith the XMLD-PEEM results.Measure-
ments at highmagnetic fields shown in fig. S3 (see
also supplementary text) give further confirma-
tion that the AFM spin axis aligns perpendicular
to the setting current pulses. These measurements
also highlight that our AFM memory can be read
and written by the staggered current-induced
fields and the memory state retained even in the
presence of strong magnetic fields.
The staggered current-induced fields that

we observe are not unique to CuMnAs. The
high–Néel temperature AFM Mn2Au (37) is an-
other example in which the spin sublattices form
inversion partners and where theory predicts
large field-like torques of the form dMA;B=dt ∼
MA;B � pA;B with pA ¼ −pB (19). From our mi-
croscopic density-functional calculations, we
obtain a current-induced field of around 20 Oe
per 107 A cm−2 in Mn2Au, which, combined with
its higher conductivity, may make this a favor-
able system for observing current-driven AFM
switching. AFMs that do not possess these spe-
cific symmetries can in principle be switched
by injecting a spin current into the AFM from a
spin-orbit–coupled nonmagnetic (NM) layer using
an applied in-plane electrical current via the
spin Hall effect, generating the antidamping-like
torque dMA;B=dt ∼ MA;B � ðMA;B � pÞ (19). The
same type of torque can be generated by the
spin-orbit Berry-curvature mechanism acting
at the inversion-asymmetric AFM/NM interface
or in bare AFM crystals with globally noncentro-
symmetric unit cells like CuMnSb (19). Our exper-
iments in CuMnAs, combined with the prospect
of other realizations of these relativistic non-
equilibrium phenomena in AFMs, indicate that
AFMs are now ready to join the rapidly devel-
oping fields of basic and applied spintronics,
enriching this area of solid-state physics and
microelectronics by the range of unique charac-
teristics of AFMs.

REFERENCES AND NOTES

1. C. Chappert, A. Fert, F. N. Van Dau, Nat. Mater. 6, 813–823
(2007).

2. A. V. Kimel, A. Kirilyuk, A. Tsvetkov, R. V. Pisarev, T. Rasing,
Nature 429, 850–853 (2004).

3. M. Fiebig et al., J. Phys. D Appl. Phys. 41, 164005 (2008).

4. T. Yamaoka, J. Phys. Soc. Jpn. 36, 445–450 (1974).
5. W. Zhang et al., Phys. Rev. Lett. 113, 196602 (2014).
6. T. Jungwirth et al., Phys. Rev. B 83, 035321 (2011).
7. F. Máca et al., J. Magn. Magn. Mater. 324, 1606–1612

(2012).
8. L. Néel, www.nobelprize.org/nobel_prizes/physics/laureates/

1970/neel-lecture.pdf.
9. R. Y. Umetsu, A. Sakuma, K. Fukamichi, Appl. Phys. Lett. 89,

052504 (2006).
10. J. Daughton, Thin Solid Films 216, 162–168 (1992).
11. A. B. Shick, S. Khmelevskyi, O. N. Mryasov, J. Wunderlich,

T. Jungwirth, Phys. Rev. B 81, 212409 (2010).
12. B. G. Park et al., Nat. Mater. 10, 347–351 (2011).
13. Y. Y. Wang et al., Phys. Rev. Lett. 109, 137201 (2012).
14. X. Marti et al., Nat. Mater. 13, 367–374 (2014).
15. I. Fina et al., Nat. Commun. 5, 4671 (2014).
16. T. Moriyama et al., Appl. Phys. Lett. 107, 122403

(2015).
17. D. Kriegner et al., http://arxiv.org/abs/1508.04877.
18. H. V. Gomonay, V. M. Loktev, Phys. Rev. B 81, 144427

(2010).
19. J. Železný et al., Phys. Rev. Lett. 113, 157201 (2014).
20. P. Wadley et al., Nat. Commun. 4, 2322 (2013).
21. B. Bernevig, O. Vafek, Phys. Rev. B 72, 033203 (2005).
22. A. Chernyshov et al., Nat. Phys. 5, 656–659 (2009).
23. M. Endo, F. Matsukura, H. Ohno, Appl. Phys. Lett. 97, 222501

(2010).
24. D. Fang et al., Nat. Nanotechnol. 6, 413–417 (2011).
25. A. Manchon, S. Zhang, Phys. Rev. B 78, 212405

(2008).
26. I. M. Miron et al., Nat. Mater. 9, 230–234 (2010).
27. U. H. Pi et al., Appl. Phys. Lett. 97, 162507 (2010).
28. T. Suzuki et al., Appl. Phys. Lett. 98, 142505 (2011).
29. I. M. Miron et al., Nature 476, 189–193 (2011).
30. A. Y. Silov et al., Appl. Phys. Lett. 85, 5929 (2004).
31. Y. K. Kato, R. C. Myers, A. C. Gossard, D. D. Awschalom,

Phys. Rev. Lett. 93, 176601 (2004).

32. S. D. Ganichev et al., http://arxiv.org/abs/cond-mat/0403641
(2004).

33. J. Wunderlich, B. Kaestner, J. Sinova, T. Jungwirth,
http://arxiv.org/abs/cond-mat/0410295v1 (2004).

34. J. Wunderlich, B. Kaestner, J. Sinova, T. Jungwirth, Phys. Rev.
Lett. 94, 047204 (2005).

35. F. Freimuth, S. Blügel, Y. Mokrousov, Phys. Rev. B 90, 174423
(2014).

36. V. Hills et al., J. Appl. Phys. 117, 172608 (2015).
37. V. M. T. S. Barthem, C. V. Colin, H. Mayaffre, M.-H. Julien,

D. Givord, Nat. Commun. 4, 2892 (2013).

ACKNOWLEDGMENTS

We acknowledge support from the European Union (EU) European
Research Council Advanced (grant 268066); the Ministry of
Education of the Czech Republic (grant LM2011026); the Grant
Agency of the Czech Republic (grant 14-37427); the UK Engineering
and Physical Sciences Research Council (grant EP/K027808/1);
the EU 7th Framework Programme (grant REGPOT-CT-2013-316014
and FP7-People-2012-ITN-316657); HGF Programme VH-NG 513
and Deutsche Forschungsgemeinschaft SPP 1568; supercomputing
resources at Jülich Supercomputing Centre and RWTH Aachen
University; and Diamond Light Source for the allocation of
beamtime under proposal number SI-12504. We thank C. Nelson
for providing the scanning transmission electron microscopy
measurement.

SUPPLEMENTARY MATERIALS

www.sciencemag.org/content/351/6273/587/suppl/DC1
Supplementary Text
Figs. S1 to S3
References (38, 39)

11 March 2015; accepted 4 January 2016
Published online 14 January 2016
10.1126/science.aab1031

ICE SHEETS

Holocene deceleration of the
Greenland Ice Sheet
Joseph A. MacGregor,1* William T. Colgan,2† Mark A. Fahnestock,3

Mathieu Morlighem,4 Ginny A. Catania,1,5 John D. Paden,6 S. Prasad Gogineni6

Recent peripheral thinning of the Greenland Ice Sheet is partly offset by interior thickening
and is overprinted on its poorly constrained Holocene evolution. On the basis of the ice
sheet’s radiostratigraphy, ice flow in its interior is slower now than the average speed over
the past nine millennia. Generally higher Holocene accumulation rates relative to modern
estimates can only partially explain this millennial-scale deceleration. The ice sheet’s
dynamic response to the decreasing proportion of softer ice from the last glacial period
and the deglacial collapse of the ice bridge across Nares Strait also contributed to this
pattern. Thus, recent interior thickening of the Greenland Ice Sheet is partly an ongoing
dynamic response to the last deglaciation that is large enough to affect interpretation of
its mass balance from altimetry.

T
he dynamics of the Greenland Ice Sheet
(GrIS) are coupled intimately with the sur-
rounding ocean (1), overlying atmosphere
(2), and underlying lithosphere (3). The
large range of time scales spanned by these

interactions and the GrIS’s own internal dynamics
(4) challenge our ability to predict GrIS evolution
within the context of ongoing Holocene climate
change (5, 6).
Despite a rapidly warming climate (6), recent

dramatic changes in ocean-terminating outlet

glaciers along the margin of the GrIS (7–9), its
vulnerability to further oceanic erosion (10), and
a sustained negative total mass balance (11–13),
more than half of the GrIS interior is presently
thickening (8, 14–16), and a portion of its south-
western margin is decelerating (17). Climate his-
tories reconstructed from ice cores show that the
GrIS persisted even when atmospheric temper-
atures were higher by several degrees Celsius (18)
and insolation forcing was larger than at present
(19). Reconciling these observations is critical to
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predicting the future of the GrIS amid ongoing
climate change.
The internal stratigraphy of an ice sheet, as

observed by ice-penetrating radar, provides a
valuable constraint upon its history (3, 20). This
radiostratigraphy records the spatial variation
of an ice sheet’s response to the combination of
both external forcings and its internal dynamics.
Here we use a dated radiostratigraphy for the
whole of the GrIS (21) to calculate the ice sheet’s
balance velocity during the last three quarters
of the Holocene epoch [9 to 0 thousand years
ago (ka)].
Balance velocities represent the pattern of

depth-averaged ice flow (22). Instead of calcu-
lating the balance velocity for the entire ice
column, we restrict our analysis to the portion
of the ice sheet between the subaerial ice sur-
face and the depth of the 9-ka isochrone (Fig. 1A
and fig. S1). This approach avoids the complexity
inherent to the interpretation of deeper radio-
stratigraphy, which is more likely to have ex-
perienced substantial horizontal shear and
nonsteady flow.

The input ice flux during the Holocene is es-
timated using the mean accumulation rate over
the past 9000 years from one-dimensional (1D)
modeling of the depth-age relation of dated reflec-
tions (Fig. 1B and figs. S2 and S3) (3), instead of
using a compilation or model of modern accumula-
tion rates. During this period, the accumulation-
rate history of Greenland’s interior was stable
across millennial time scales (23), except more
than 7 ka in the northwest region, where it was
lower (24). Holocene thinning of the GrIS (5)
would have increased vertical strain rates, but
this effect is small compared with the relative
change in accumulation rate between our period
of interest and modern values (fig. S8).
When calculating a full-thickness balance

velocity, the basal mass balance is assumed to
be negligible. In our analysis, the equivalent
quantity is the vertical velocity at the depth of
the 9-ka isochrone, which is rarely negligible
but readily estimated using the same 1D models.
Because the ratio between the Holocene-averaged
balance and surface speeds is often close to unity
(figs. S5 and S6), we can directly compare maps
of Holocene-averaged and modern surface veloc-
ity. These 1D models and the balance velocity
are evaluated only in the ice-sheet interior,
where the paths of the particles that form these
Holocene-aged reflections are less likely to have
been distorted drastically by horizontal gradients
in ice flow (25) (fig. S4).
We find that most of the GrIS interior (95%)

is slower now than it was, on average, during
the Holocene (Fig. 2). Even near the central ice
divide, where the absolute decrease in surface

speed is low, the relative decrease in speed is
also large (>50%). Considering modeling uncer-
tainty, >87% of the ice-sheet interior has de-
celerated significantly (fig. S7). Generally higher
accumulation rates during this period can ex-
plain this pattern only in northeastern Green-
land (Fig. 3A and figs. S7 and S8), indicating
that the inferred deceleration includes a dynamic
component elsewhere. This widespread Holo-
cene deceleration of the GrIS suggests that its
dynamic response to the last deglaciation con-
tinues to propagate throughout the ice sheet.
The millennial-scale evolution of GrIS rheology

can partly explain this response. Ice deposited
during the last glacial period (LGP) is approx-
imately three times less viscous (“softer”) than
ice deposited during the Holocene (26). To explain
observations of subtle thickening (~1 cm year–1)
at DYE-3, Reeh (4) hypothesized that, as softer
LGP ice is buried by stiffer Holocene ice, the GrIS
interior will thicken (hereafter referred to as
“Reeh thickening”). Reeh thickening is distinct
from that induced by increased accumulation
rate, decreased rate of firn densification, post-
LGP isostatic adjustment, or horizontal deceler-
ation due to other poorly constrainedmechanisms
(e.g., increasing basal friction). By continuity, it
follows that this transient viscosity change would
also have caused the GrIS interior to decelerate
after deglaciation.
We assess the modern ice-sheet–wide decel-

eration associated with the LGP-Holocene vis-
cosity contrast by modeling this deceleration
at the GrIS surface with a second, independent
1D ice-flow model. This model includes a 3:1
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Fig. 1. Constraints on the Holocene-averaged balance ice flux across the GrIS from dated radiostratigraphy. (A) Ice-equivalent depth of the 9-ka
isochrone ðz9kaÞ [determined as in (21)]. Black lines denote major ice-drainage basins (36). NS, Nares Strait. White triangles denote Camp Century (CC) and
DYE-3 ice core sites. The magenta line represents the outer limit of reliable 1D modeling of depth-age relations to 9 ka (fig. S4). (B) Mean ice-equivalent
accumulation rate over the past 9000 years ðb� 9kaÞ. (C) Mean vertical strain rate within the 9- to 0-ka portion of the ice column ð�̇9kaÞ.
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viscosity contrast (26) at the present depth of
the beginning of the Holocene (11.7 ka) (21)
and is consistent with modern surface velocity
and ice temperature estimated by a higher-
order ice-sheet model (27). The modeled hori-
zontal deceleration rate (Fig. 3B), resulting from
the downward advection of the LGP-Holocene
transition (fig. S9), is most comparable to that
which we observed in southern Greenland (south
of 68°N) (Fig. 3C). There, Holocene-averaged ac-
cumulation rates are relatively high (fig. S8),
so the rate of burial of LGP ice by Holocene ice
is higher, the LGP-Holocene transition is deeper,
and its associated viscosity contrast exerts a greater
influence upon ice flow. Holocene-averaged accu-
mulation rates in the southern GrIS are higher
than modern values only in a narrow region
along the central ice divide and are lower on the
flanks (fig. S8), further supporting the notion of
a dynamic component to the inferred deceleration
(Fig. 3A).
Corroborating and expanding upon Reeh’s

original hypothesis, we suggest that downward
advection of the LGP-Holocene transition partly
explains the subtle deceleration we infer in the
interior of the southern GrIS. The dynamic con-
sequences of this effect are predicted to have in-
creased nonlinearly within the GrIS interior
during the Holocene and to continue for tens
of millennia (4).
The rheological evolution of the GrIS occurred

in conjunction with substantial peripheral changes
during the last deglaciation, as it retreated from
the continental shelf, with subsequent effects on
the interior. In particular, during the LGP, the

northwestern sector of the GrIS was connected
to the Innuitian Ice Sheet across Nares Strait
(28). After the last deglaciation, the GrIS thinned
rapidly at Camp Century (5). This thinning was
attributed to the collapse of the Nares Strait ice
bridge ~10 ka (5, 29), and residual thinning may
be ongoing (30). The Holocene-averaged flow of
this sector of the ice sheet was significantly
faster than at present (Fig. 2C), and its subse-
quent dynamic deceleration is at least an order
of magnitude greater than can be attributed to
the LGP-Holocene viscosity contrast (Fig. 3).
This sector’s Holocene-averaged accumulation
rate was significantly lower than at present (fig.
S8) (24), which also suggests that substantial
dynamic thinning occurred there. Together, these
patterns indicate that faster ice flow in north-
western Greenland during the Holocene included
a dynamic response to ice-bridge collapse.
The Holocene deceleration of the northeastern

GrIS is similar in magnitude to that of the north-
west region, but it is more likely related to higher
Holocene-averaged accumulation rates than to
modern rates (Fig. 3A and fig. S8D). Accumula-
tion rates in this region are low (<20 cm year–1)
(Fig. 1B), so the dynamic component of this
deceleration is harder to constrain, given the
difference between Holocene-averaged and mod-
ern patterns of accumulation rates. Substantial
burial of LGP ice by Holocene ice has yet to oc-
cur there (Fig. 1A), so the predicted decelera-
tion due to the LGP-Holocene viscosity contrast
is negligible (Fig. 3B). This sector is partially
grounded below sea level (10) and recently
experienced rapid grounding-line retreat (9).

This vulnerable configuration probably existed
throughout the Holocene and may have pro-
duced repeated rapid dynamic changes that
we cannot resolve from a multimillennial mean
balance velocity.
Assuming conservation of mass, the modern

horizontal deceleration rates we infer are pro-
portional to dynamically induced rates of ice-
sheet thickening. Multiyear to multidecadal
altimetric and mass balance observations from
multiple platforms show that the interiors of
most major GrIS drainage basins have thickened,
particularly in southwestern and northeastern
Greenland (8, 11, 14–16, 30). These changes could
be related to a warming-induced increase in
precipitation in the interior (31) or decadal-scale
variability in accumulation rate (32), but there
is low confidence in these possibilities (33). We
propose that this thickening is partly due to
ongoing subtle deceleration of the GrIS interior
and transient multimillennial-scale processes that
are not directly related to modern climate. The
region of greatest observed thickening is the
southern GrIS interior (south of 70°N) (Fig. 3C),
where inferred and modeled rates of horizontal
deceleration are also best correlated (Fig. 3C),
strongly suggesting that non-negligible Reeh
thickening is occurring there.
Gravimetric and input-output–method esti-

mates of ice-sheet mass balance should be less
sensitive to Reeh thickening, which may explain
the good agreement between these two methods
for the GrIS (11, 34). Analyses of altimetric ob-
servations of the southern GrIS that do not ac-
count for Reeh thickening riskmisattribution of
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Fig. 2. Holocene-averaged andmodern surface speed across the GrIS. (A) Holocene-averaged surface speed u9kas (i.e., Holocene balance speed divided by

shape factor) (fig. S5B). (B) Composite surface speed, umodern
s , from 1995–2013 (37). (C) Change in surface speed between the present and the Holocene

average ðDus ¼ umodern
s − u9ka

s Þ.
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long-term dynamic thickening as overestimated
accumulation rate and, hence, also as overesti-
mated total ice-sheet mass balance. Indeed, in a
recent intercomparison study, laser altimetry es-
timates of GrIS mass balance exceed those of
the other two methods (11).
Our results demonstrate that the GrIS’s

multimillennial-scale response to the last deglacia-
tion is elucidated by its radiostratigraphy and that
this response continues to influence its present
dynamics. Whereas recent decadal–to–centennial-
scale climate forcings are likely the primary cause
of the GrIS’s present negative mass balance (13),
this more recent response is overprinted on the
ice sheet’s millennial-scale evolution. For south-
ern Greenland in particular, ignoring this long-
term dynamic signal risks underestimating recent
mass loss when invoking the common assump-
tion of reference-period steady state (35). Separate-
ly, the Holocene deceleration of the northwestern
sector of the GrIS is further evidence of both the
sensitivity and long-term memory of the ice
sheet to evolving boundary conditions.
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Fig. 3. Dynamic Holocene deceleration of the GrIS. (A) Relative contribution of ice dynamics to change in surface speed ðDu′s=DusÞ. Gaps in coverage are
due to positive Du′s values. (B) Modeled horizontal deceleration rate due to the LGP-Holocene viscosity contrast½ð@u=@tÞReeh� over the past 1000 years, where

z11:7ka is available (21). (C) Ratio of modeled to inferred dynamic deceleration rate ½ð@u=@tÞReeh=ðDu′s=9 kaÞ�. Gray contours outline regions where the mean
2003–2009 thickening rate was >10 cm year–1 (16).
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HONEYBEE DISEASE

Deformed wing virus is a recent
global epidemic in honeybees driven
by Varroamites
L. Wilfert,1* G. Long,2 H. C. Leggett,2† P. Schmid-Hempel,3 R. Butlin,2

S. J. M. Martin,4 M. Boots1‡

Deformed wing virus (DWV) and its vector, the mite Varroa destructor, are a major threat to
the world’s honeybees. Although the impact of Varroa on colony-level DWV epidemiology
is evident, we have little understanding of wider DWVepidemiology and the role that Varroa
has played in its global spread. A phylogeographic analysis shows that DWV is globally
distributed in honeybees, having recently spread from a common source, the European
honeybee Apis mellifera. DWV exhibits epidemic growth and transmission that is
predominantly mediated by European and North American honeybee populations and
driven by trade and movement of honeybee colonies. DWV is now an important reemerging
pathogen of honeybees, which are undergoing a worldwide manmade epidemic fueled by
the direct transmission route that the Varroa mite provides.

T
he European honeybee Apis mellifera is
an important domesticated animal that
is used worldwide for commercial polli-
nation of intensive and high-value crops,
such as nuts and fruit, as well as for honey

production. A. mellifera, originally from East
Asia (1), has been intensively managed by bee-
keepers and exported from its native origins in
Europe and Africa to the New World (North
and South America and Hawaii) and Oceania
(Australia and New Zealand) by European set-
tlers, where beekeeping accompanied agricul-
tural intensification. Although wild pollinators
play an important role in the pollination of wild
flowering and crop plants (2), our current horti-
cultural systems also rely on managed honey-
bees. However, the global stock of domesticated
honeybees is growing more slowly than the agri-
cultural demand for pollination (3). Understand-
ing the key threats to A. mellifera is important if
we are to maintain large populations of bees for
honey production and crop pollination services.
Although the number of honeybee hives has in-
creased by 45% on a global scale, there have been
major regional declines (e.g., a reduction of 59%
in the United States from 1947 to 2005), and
globally beekeepers have been reporting high
overwintering colony mortalities, which threaten
the sustainability of bee husbandry (4). Although
many factors, ranging from agricultural inten-
sification to the use of pesticides, have been
implicated in pollinator declines (5), RNA viral

infections transmitted by the ectoparasitic mite
Varroa destructor have the potential to be major
contributors to global honeybee colony mor-

talities (6). In particular, deformed wing virus
(DWV) is the key pathogen associated with
overwinter mortality of Varroa-infested colo-
nies (7–10). The Varroa mite expanded from its
native host, the Asian honeybee A. cerana, to the
European honeybee, A. mellifera, in the mid-
20th century and now has a global distribution
(11). Although DWV occurs in Varroa-free natural
populations (12–14), DWV appears to amplify in
the presence of the mite, either because it can
replicate in Varroa (15, 16) or because virus par-
ticles accumulate in the mites’ guts [(17), but see
(18)]. Moreover, Varroa can inject the virus di-
rectly into the bee’s hemolymph (15, 19), thus
circumventing some of the natural barriers to
vertical or horizontal transmission between bees,
such as the exoskeleton and the peritrophic
membranes lining the digestive tract (20). The
recent Varroa invasions in Hawaii (12) and New
Zealand (13) led to an increase in DWV prev-
alence among colonies and increased viral loads
in infected individuals. Simultaneously, there has
been a loss in viral diversity. The Hawaiian and
New Zealand invasions (12, 13) indicate that the
presence of Varroa increases the spread of DWV
across honeybee populations. There is also evi-
dence that Varroa not only acts as a vector but
also increases the virulence of DWV infections,
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Fig. 1. Phylogenetic reconstruction of three fragments of DWV, showing host and geographic
structure. The figure shows maximum clade credibility trees for the Lp fragment (A), Vp3 fragment
(B), and the RdRp fragment (C) of DWV. The branches are colored according to the lineages’ inferred
geographic origin, and the nodes are colored according to the inferred host species. Posterior support
>0.5 is indicated for nodes up to the fourth order; horizontal bars indicate the time scale in years. The x
axis shows time in years. The pie charts show the inferred posterior distribution of the root’s geographic
location state. Fig. S3 provides an alternative visualization of this graph.
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turning relatively asymptomatic infections into
“overt” infections associated with clinical dis-
ease symptoms (15, 21–23) and increasing col-
ony mortalities in winter (7–10). There is strong
evidence that Varroa affects individual and
colony-level DWV epidemiology in honeybees,
but its importance to the global spread and
ongoing worldwide transmission of DWV is
less well understood. This is an important prob-
lem because of the crucial role that honeybees
play in global food production. Furthermore,
honeybee diseases also pose risks for the wider
pollinator community (24, 25), and we need to
understand the global drivers of disease spread
in order to manage the transfer of disease to
novel hosts.

In this study, we used a phylogeographic ap-
proach to test whether Varroa-vectored DWV is
a globally emerging honeybee pathogen and to
determine the dominant routes of DWV spread.
There are two main scenarios for DWV’s origin
that can be distinguished based on its phylo-
geography. The first scenario is that Varroa in-
troduced DWV to the European honeybee A.
mellifera and caused a global epidemic. Under
this scenario, wewould expect East AsianVarroa
populations to be the ancestral host of DWV. The
second scenario is that DWV is a reemerging
disease whose current pandemic is promoted by
Varroa, in which case we would expect A.
mellifera as the ancestral host. We estimated the
major routes of global transmission by compar-

ing geographic and host-specific patterns, dated
by the viral evolutionary rate, which we derived
for three genomic fragments. We collected a
total of 246 DWV sequences from honeybees
and Varroamites in 32 geographic locations in
17 countries worldwide and supplemented these
with all known publicly available DWV sequence
data; together, these data were used to infer the
epidemic and migration history driving present-
day global DWV dynamics.
Our analysis shows a recent global radiation

and pandemic of DWV, with the most recent
common ancestor coinciding in time with the
global emergence of the Varroamite as a honey-
bee ectoparasite in the mid-20th century (11).
The most recent common ancestor for each frag-
ment dates back to the mid-20th century, with
mean root heights of 44 years [RdRp fragment;
95% Highest Posterior Density (HPD), 27 to
63 years), 47 years (Vp3 fragment; 95% HPD, 28
to 74 years), and 78 years (Lp fragment; 95%HPD,
45 to 118 years). All fragments show significant
exponential growth over past decades, with dou-
bling intervals of ~13 years [Lp fragment, 16.4 years
(95% HPD, 9.9 to 46.8 years); RdRp fragment,
11.6 years (95% HPD, 6 to 96.6 years); Vp3 frag-
ment, 12.4 years (95% HPD, 6.1 to 262.8 years)].
This finding is supported by a Gaussian Markov
random field Skyride analysis (fig. S4). Because
population structure tends to produce a spurious
signature of declining effective population sizes
(26), we excluded the small number of geograph-
ically disparate samples available in GenBank
from 2010 for our demographic analyses (data-
base S1). With the exception of the RdRp frag-
ment, exponential growth is also significantwhen
including samples from 2010 to 2013. In combi-
nation, these results lend support to thehypothesis
that DWV radiated recently from a common
source and spread exponentially around the
globe (27).
This demographic pattern is consistent with

Varroa having an important temporal role in
the recent expansion of DWV, but the global dis-
tribution and the ancestral host state of this virus
is also consistent with DWV being a reemerging
honeybee virus. DWV has been isolated from
honeybee populations that had not been exposed
to Varroa [Australia (GenBank accession num-
bers HQ655496 to HQ655501) (28) and present
study; fig. S5); Colonsay Island, Scotland (14);
Hawaii (12); Ile d’Oeussant, France (14); Isle of
Man (present study); Newfoundland (29); and
New Zealand (13)]. Emerging pathogens can
spread ahead or independently of the initial
host if they can replicate in newly encountered
hosts, as is the case for many human zoonoses
such as SARS (severe acute respiratory syndrome)
and wildlife diseases such as squirrel pox (30, 31).
In this case, because Varroa increases DWV prev-
alence and titer in honeybees overall (12, 13), it
may promote human-mediated viral spread by
increasing the number of infected bees and their
transmission potential, even without the mite
being spread itself. In addition to the presence
of DWV in Varroa-free populations, the phylo-
genetic reconstruction also contradicts Varroa
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Fig. 2. Global migration patterns of DWV and V. destructor. (A) Phylogenetically inferred major
migration patterns of DWV. The weight of the line indicates the Bayes factor support for nonzero
transition rates (arrows, from thin to thick, indicate BFs of 3 to 10, 10 to 100, and >100); the color
indicates the fragments for which these routes were supported (note that the Thai population was only
available for the Lp fragment; table S5 includes detailed results). (B) Temporal spread of V. destructor in
A. mellifera, based on first records per country (see the supplementary materials); to reflect the
coarseness in the data, the temporal spread is shown by decade. Currently, the only remaining Varroa-free
large land masses with substantial honeybee populations are Australia and Newfoundland; mounting
evidence indicates that sub-Saharan Africa has been invaded since the turn of the century.
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as the ancestral host of the virus. The ancestral
host is unambiguously identified as A. mellifera
(state probability PLp = 99.43%, PVp3 = 97.18%,
PRdRp = 92.7%) and not V. destructor (Fig. 1) or A.
cerana (figs. S6 and S7). The geographic origin is
less certain, with ancestral states being recon-
structed with low probabilities (Lp fragment,
East Asia, PLp = 69.77%; Vp3 and RdRp frag-
ments, Pakistan, PVp3 = 77.25%, PRdRp = 54.84%).
Although we cannot categorically rule out the
possibility that DWV was introduced to honey-
bees from an entirely unknown host, this pattern
does rule out Varroa and A. cerana as the an-
cestral DWV hosts.
The most parsimonious explanation for the

phylogenetic pattern is our second scenario: DWV
is an endemic honeybee pathogen that has re-
cently reemerged through ecological change and
the spread of Varroa as a vector, alongside in-
creased globalmovement of infected bees or other
contaminated material, such as pollen. This con-
clusion supports previous work that postulated
that the ancestral form of DWV may have been
associated with A. mellifera (32) and that simi-
larities between DWV lineages may represent a
recent introduction from A. mellifera into other
Apis species (33).
Our data show that the recent spread of DWV

is driven by European A. mellifera populations
(Figs. 1 and 2A) and follows a similar pattern to
the spread of Varroa (Fig. 2B), despite increased
regulation and control of the global trade in
honeybees (11). Combining results from the three
fragment subsamples, Europe then North Amer-
ica emerge as the main hubs of DWV transmis-
sion to the New World and Oceania (Fig. 2 and
table S5). Additionally, there is strong support for
migration between East Asia andEurope, in both
directions, as well as from Pakistan to Europe in
the case of the Vp3 and RdRp fragments. This
pattern reflects the invasion pattern of the Varroa
mite (Fig. 2). Small differences in migration pat-
terns between the fragments may be caused by
biological differences: DWV shows evidence of
frequent recombination (15), and thus genesmay
differ in their evolutionary history, as well as in
their evolutionary rate. However, these differences
can also potentially be explained by the different
subsets of samples available across fragments
(table S4). Additional analyses to address un-
equal sample distribution and a sampling bias
toward European populations confirmed the
predominant pattern of European and North
American populations as the main transmission
hubs, with some evidence for transmission from
Asia to these hubs (table S6). This analysis also
shows strong support for transmission from A.
mellifera toV. destructor for all fragments (Bayes
factor BFLp = 12281.21, BFVp3 = 1813.53, BFRdRp =
12281.21), as well as to other hosts [the common
Asian honeybee ectoparasite Tropilaelaps calreae
(BFLp = 11051.99) and the bumblebee Bombus
lapidarius (BFRdRp = 4.62)] (Fig. 3). These are
not dead-end hosts, and there is limited evidence
for transmission to A. mellifera from V. destructor
(BFLp = 3.97, BFVp3 = 1813.53, BFRdRp = 3.09), from
B. lapidarius (BFRdRp = 3.74), and from T. clareae

(BFLp = 3.93). DWV shows very little host spec-
ificity, because the viral population is not struc-
tured by host species: The KST statistic, which
measures the proportion of genetic variation
among populations, is nonsignificant or close
to zero (KST-Lp = 0.023, KST–RdRp = 0.02, both P <
0.05; KST–Vp3, not significant). In contrast, there
is significant but overall moderate geographic
population differentiation among all fragments
(KST–Lp = 0.305,KST–Vp3 = 0.703,KST–RdRp = 0.42;
all P < 0.001). Population differentiation is signif-
icant but less pronouncedwithinEurope (KST–Lp=
0.319, KST–Vp3 = 0.135, KST–RdRp = 0.181; all P <
0.001) and East Asia (KST–Lp = 0.301, P < 0.001;
other areas and fragments provided too few sam-
ples to be informative). Samples that are genetic
nearest neighbors (NN) largely come from the
same population, as indicated by Hudson’s NN
statistic at the continent level (SNN–Lp = 0.831,
SNN–Vp3 = 0.679, SNN–RdRp = 0.65; all P < 0.001),
within Europe (SNN–Lp = 0.772, SNN–Vp3 = 0.771,
SNN–RdRp = 0.628; all P < 0.001), and within East
Asia (SNN–Lp = 0.923, P < 0.001). This result
shows that DWV has accrued geographic variation
since the origin of the epidemic ~80 years ago, but
it indicates that high rates of human-mediated
migration within Europe and East Asia obscured
population differentiation. The phylogenetic trees
(Fig. 1) also show that A.mellifera is the reservoir
host for DWV, with other host species clustered
at the terminal nodes. Thus, DWV apparently
has little host specificity, being readily trans-
mitted between different host species, but its

primary host is A. mellifera, with global trans-
mission having been driven largely by European
populations (Fig. 2).
DWVnot only causes colonymortality inman-

aged A. mellifera populations but also affects feral
populations (34) and has been identified as an
emerging disease in wild pollinators (24, 25, 35),
with dramatic impacts on survival in bumble-
bees (24). As such, DWV may pose a threat not
only to managed honeybees but also to pollina-
tors more generally. Wild pollinators, such as
bumblebees and solitary bees, have experienced
a loss of species richness and diversity during
recent decades, which can be attributed partly to
infectious diseases (4, 36–39). Our results show
that there is a global pandemic of DWV, with
transmission mediated by European popula-
tions of A. mellifera. Transmission has been ampli-
fied by human-mediated movement of honeybees
or other infected material and fueled by the con-
current emergence of V. destructor mites. Polli-
nator populations are interconnected via trade
and movement of managed pollinators, which
offers the potential for rapid spread of patho-
gens and parasites around the globe and bet-
ween species. To reduce the negative effects of
DWV on beekeeping andwild pollinators, tighter
controls, such as mandatory health screenings
and regulated movement of honeybees across
borders, should be imposed, with every effort
made tomaintain the current Varroa-free refu-
gia for the conservation of wild and managed
pollinators.
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Fig. 3. Phylogenetically inferred DWV-host switching patterns. The weight of the line indicates the
Bayes factor support for nonzero transition rates (as in Fig. 2), and the color indicates the fragments for
which these routes were supported. Photo credits are indicated in the figure (CSIRO, Commonwealth
Scientific and Industrial Research Organisation).
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FOREST MANAGEMENT

Europe’s forest management did not
mitigate climate warming
Kim Naudts,1*† Yiying Chen,1‡ Matthew J. McGrath,1 James Ryder,1 Aude Valade,2

Juliane Otto,1§ Sebastiaan Luyssaert1||

Afforestation and forest management are considered to be key instruments in mitigating
climate change. Here we show that since 1750, in spite of considerable afforestation,
wood extraction has led to Europe’s forests accumulating a carbon debt of 3.1 petagrams
of carbon. We found that afforestation is responsible for an increase of 0.12 watts per
square meter in the radiative imbalance at the top of the atmosphere, whereas an increase
of 0.12 kelvin in summertime atmospheric boundary layer temperature was mainly caused
by species conversion. Thus, two and a half centuries of forest management in Europe
have not cooled the climate. The political imperative to mitigate climate change through
afforestation and forest management therefore risks failure, unless it is recognized
that not all forestry contributes to climate change mitigation.

D
uring the past few decades, European for-
ests have acted as a carbon sink (1). Forest
management, however, can enhance (2) or
weaken (3) this sink, which has put it on
the political agenda as a mechanism for

mitigating climate change (4). However, forest
management not only influences the sink strength,
it also changes forest structure, which affects the
exchange of energy and water vapor with the
overlying atmosphere (5–8). Therefore, the po-
tential of forest management to mitigate climate
change can only be fully assessed by account-
ing for the effects from both biogeochemical
changes (greenhouse gas emissions) and bio-
physical changes (water and energy fluxes) (9, 10).
Whereas the effects of historical anthropo-

genic land-cover changes, such as deforestation
and afforestation, on the carbon cycle and the
contemporary climate are relatively well docu-
mented (11–13), the impacts of land-use changes
that do not involve a change in land cover, such
as forest management, are far less well under-
stood. Forest management has been reported to
affect water and energy fluxes to the atmosphere
to the same extent as changes in land cover do
(8), suggesting that centuries of forest manage-
ment may have contributed to Europe’s present-
day climate.
Despite the well-known impact of forest man-

agement on site-level carbon, energy, and water
exchanges (5–8), large-scale studies of the climate

effects of forest management were, until recently,
hampered by restrictive model approaches and a
lack of sufficiently detailed land-use reconstruc-
tions. We have addressed both of these limita-
tions. We reconstructed the land-use history of
Europe (defined as the land mass west of the
Russian border) to take account of both land-
cover changes (afforestation and deforestation)
and forest management changes (tree species
conversion, wood extraction via thinning and
harvesting, and litter raking) (14). Among other
developments [section 1 of (15)], we then replaced
the big-leaf approach in the land-surface model
ORCHIDEE-CAN (Organising Carbon and Hy-
drology In Dynamic Ecosystems–Canopy) with an
explicit canopy representation to simulate the
biogeochemical and biophysical effects of land-
use change (16). The improved land-surface model
was coupled to the atmospheric circulation model
LMDZ (Laboratoire de Météorologie Dynamique
Zoom) [section 2 of (15)] in a factorial simula-
tion experiment to attribute climate change to
global anthropogenic greenhouse gas emissions
and European land-use change since 1750.
Increased atmospheric greenhouse gas con-

centrations from global fossil-fuel burning and
land-use changes outside Europe are responsi-
ble for a change of 2.98 W m−2 in the radiative
imbalance at the top of the atmosphere, a sig-
nificant increase of 1.71 K in summertime bound-
ary layer temperature (P < 0.05, modified t test;
Table 1), and an insignificant decrease of 6 mm
in summertime precipitation (P > 0.05, modified
t test; Table 1), relative to 1750. Enhanced plant
growth caused by global warming and increased
atmospheric CO2 has resulted in a European
forest–based carbon sink of 0.13 Pg C since 1750
(eq. S1), which is a negligible compensation for
the contribution of 247 Pg C or 117 ppmCO2 from
global anthropogenic emissions (Table 1).
From 1750 to 1850, deforestation reduced Eu-

rope’s forest area by 190,000 km2. In the mid-
19th century, the increasing use of fossil fuels
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for energy and, later, agricultural intensification
halted net deforestation and even reverted the
trend. In subsequent centuries, 386,000 km2 of
agricultural land was afforested (14), resulting in
a net gain of forest area between 1750 and 2010
(17). Whereas deforestation between 1750 and
1850 mainly replaced broadleaved forests with
agricultural land, afforestation from 1850 onward
was often with coniferous species. Broadleaved
forests were also directly converted to conifer-
ous forests (18), resulting in a total increase of
633,000 km2 in conifers at the expense of broad-
leaved forests (decreasing by 436,000 km2) (14).
For centuries, foresters have favored a handful
of commercially successful tree species (Scots
pine, Norway spruce, and beech) and, in doing
so, are largely responsible for the current dis-
tribution of conifers and broadleaved species in
Europe (Fig. 1, A and B).
The species change thus reflects the onset of a

more scientific and production-oriented approach
to forestry (19). Through local production and
trade, Europe tried to satisfy the wood demands
of a population that grew from 140 million in
1750 to 580 million by 2010 (20). As a result,
417,000 km2 of previously unmanaged forests
were taken into production (Fig. 1, C and D), and
218,000 km2 of coppices were converted to high
stands, which, together with the 196,000 km2 of
afforestation, resulted in an 833,000 km2 increase

in high-standmanagement (14). Within the same
260-year period, litter raking came into practice.
It peaked around 1850, having transferred about
50 Tg of carbon from forests to agricultural land,
and was progressively abandoned afterward with
the increased availability of straw (21). Below, we
discuss the climate effects of this afforestation,
species conversion, and wood extraction in Eu-
rope between 1750 and 2010.
The net gain of 196,000 km2 in forest area,

with eastern Ukraine being a noteworthy excep-
tion, resulted in a 0.7-Pg carbon sink. At the
same time, afforestation decreased the albedo
of the land surface by 0.01 (i.e., 1% more solar
radiation was absorbed). The decrease in albedo
was not offset by the carbon sink, resulting in a
net radiative imbalance of 0.11 W m−2 (P < 0.05,
modified t test; Table 1). After afforestation, at-
mospheric warming from changes in vegetation
albedo and latent heat flux was largely offset
by cooling from changes in sensible heat flux
(fig. S1), resulting in a small summertime tem-
perature increase of 0.02 K (P < 0.05, modified t
test; Table 1). For temperate regions such as
Europe, a small to nonexistent temperature ef-
fect after afforestation is consistent with obser-
vational studies (22–24).
Replacing broadleaved forests with conifers

resulted in a simulated carbon sink of 0.6 Pg C
(Table 1). Yet the summertime temperature in

the boundary layer increased by 0.08 K (P < 0.05,
modified t test; Table 1). Temperature changes
related to changes in sensible and latent heat
flux, which can be triggered by species-specific
changes in albedo (Fig. 2B) and canopy struc-
ture, were large but offset each other. However,
a decrease in water vapor pressure due to reduced
evapotranspiration decreased the atmosphere’s
ability to release thermal heat (atmospheric emis-
sivity) (25), which explains the 0.08-K warming
(Fig. 2A). Temperature changes follow a clear
spatial pattern, with significant warming over
central and eastern Europe (Fig. 2C). The strong
correlation [coefficient of determination (R2) =
0.56, P < 0.05, modified Pearson correlation]
of the spatial patterns of land-use and species
change suggests that the temperature effect of
anthropogenic land use is largely determined by
tree species conversion (Fig. 2D).
Almost 25% of the 633,000-km2 increase in

conifers occurred in northern Europe. Despite
the lower albedo for coniferous relative to de-
ciduous trees, the albedo over this region in-
creased (Fig. 2B) due to a more than doubling
of the surface area of young forests (forests with
an average tree diameter <0.07 m) after the onset
of widespread forest management. The sparse
tree canopy of young forests allows more light to
penetrate to the forest floor, which is generally
more reflective than the tree cover (26), resulting
in a higher albedo.
Putting 417,000 km2 of previously unmanaged

forest into production is estimated to have re-
leased 3.5 Pg of carbon to the atmosphere, be-
cause the carbon stock in living biomass, coarse
woody debris, litter, and soil was simulated to be,
respectively, 24, 43, 8, and 6% lower in managed
forests compared with unmanaged forests. Dif-
ferences in standing biomass between managed
and unmanaged forests explain 38% of the total
simulated 2.7-Pg increase in atmospheric carbon
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Table 1. Attribution of biogeochemical, biophysical, and climatic effects between 1750 and
2010 to global greenhouse gas emissions and different factors of European anthropogenic
land-use change. Land-use change includes both land-cover change and forest management, which

was separated into species conversion and wood extraction (thinning, harvest, and litter raking).

Contributions were calculated from eqs. S1 to S9 [section 3 of (15)]. The footnotes provide statistical

information and indicate the main causes of the significant changes. Biogeochemical effects were
discounted for the CO2 emissions from the pressure-driven equilibrium between the oceans and the

atmosphere. RF, radiative forcing; GHGs, greenhouse gases.

Contribution to changes since 1750

DRF due to

GHGs

(W m−2)

DRF due to

surface

change

(W m–2)

DTa,

summer

(K)

DPrecipitation,

summer

(mm per

season)

DAtmospheric

carbon

(Pg C)†

Global

Greenhouse gas emissions 2.98*‡ 0.00 1.71*‡ –6 247§
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

European

Land-use change 0.01*|| 0.11*¶ 0.12*# –3 3.1||
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Land-cover change –0.01 0.12*¶ 0.02*¶ 0 –0.7**
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Forest management 0.02 –0.01 0.10*# –3*†† 1.9||
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Species conversion –0.01 0.00 0.08*# –4*†† –0.6‡‡
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Wood extraction 0.03 –0.01 0.02*|| 1 2.7||
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

*Significant effects at the 0.05 significance level, as determined by amodified paired one-sample t test. †Effects
for which statistical testing was not possible, because only a single realization was available. ‡Increased
radiative forcing from increased atmospheric CO2 concentrations due to fossil-fuel burning and land-use
change. §Increased atmospheric CO2 concentrations due to fossil-fuel burning and land-use
change. ||Decreased carbon storage in vegetation caused by taking unmanaged forests into
production. ¶Decreased vegetation albedo caused by large-scale afforestation. #Decreased at-
mospheric emissivity due to changes in albedo and canopy structure caused by replacing broadleaved
deciduous with evergreen coniferous tree species. **Increased carbon sequestration in vegetation through
large-scale afforestation. ††Although statistically significant, these changes are unlikely to be rele-
vant. ‡‡Increased carbon sequestration in vegetation caused by replacing broadleaved with fast-growing
coniferous tree species.

70%

30% 57%

43%

37%

36%
27%

72%
14%

14%

1750 2010

Fig. 1. Main changes in European forest man-
agement between 1750 and 2010. (A) Relative
distribution (percent) of tree growth forms in
1750 and (B) 2010. Total forest area in 1750 was
1,929,000 km2 and increased to 2,126,000 km2

by 2010. (C) Relative distribution (percent) of wood
extraction strategies in 1750 and (D) 2010.
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due to wood extraction (Table 1). The decrease
in carbon stocks caused by extracting wood from
previously unmanaged forests could not be com-
pensated for by building up a carbon stock in
the wood-product pools (only 0.05 Pg C would
be offset). The carbon released from wood extrac-
tion was, however, partly compensated for by the
conversion from broadleaved to faster-growing
coniferous species. Nevertheless, the combina-
tion of wood extraction and species conversion
emitted 1.9 Pg C to the atmosphere (Table 1).
Wood extraction only had minor effects on albedo
(P > 0.1, modified t test), surface roughness, and
evapotranspiration; the climate effect of wood
extraction is therefore controlled by its carbon
release.
Despite their present-day strength as carbon

sinks (1), the distinctive history of afforestation,
species conversion, and wood extraction from
previously unmanaged forests nevertheless has
resulted in European forests having a carbon
debt of 3.1 Pg C, compared with 1750 (Table 1). A
concurrent 0.12-K increase in summertime bound-
ary layer temperature (P < 0.05, modified t test;
Table 1) can be attributed only to a minor extent
to afforestation (0.02 K) and is mainly due to

forest management (0.10 K; P < 0.05, modified
t test; Table 1), more specifically to the conver-
sion from broadleaved to coniferous species
(0.08 K; P < 0.05, modified t test; Table 1). The
radiative imbalance at the top of the atmosphere
increased by 0.12 W m−2 as a result of land-use
change (P < 0.05, modified t test; Table 1). Con-
trary to the temperature effect from land-use
change that was largely explained by species
conversion, the radiative imbalance can mainly
be attributed to afforestation (0.11 W m−2).
Although our analysis is restricted to Europe,

similar effects are likely for regions where similar
underlying processes are or have been occurring.
Large-scale afforestation is ongoing in China
(772,000 km2), the United States (254,000 km2),
and the Russian Federation (170,000 km2) (17, 27).
Wood extraction occurs in 64 to 72% of the 26.5
to 29.4 million km2 of global forest area (8), and
substantial species changes have occurred in
China (216,000 km2), Brazil (71,000 km2), Chile
(24,000 km2), New Zealand (18,000 km2), and
South Africa (17,000 km2) (27).
Afforestation and forest management to max-

imize carbon sequestration are recognized as key
strategies for climate mitigation by the Paris

agreement of the United Nations Framework
Convention on Climate Change, because forest
management and wood use are expected to slow
global warming by removing CO2 from the atmo-
sphere. In Europe, two and a half centuries of
land-use change increased the forest area by 10%
and has put over 85% of the forests under man-
agement, but it has failed to result in net CO2

removal from the atmosphere, because wood
extraction released carbon otherwise stored in
the biomass, litter, dead wood, and soil carbon
pools. In addition, converting deciduous forests
into coniferous forests resulted in changes in
albedo, canopy roughness, and evapotranspira-
tion from the land surface, which contributed to
warming rather than mitigating it. Hence, any
climate framework that includes land manage-
ment as a pathway for climate mitigation should
not only account for land-cover changes but
also should equally address changes in forest
management, because not all forest manage-
ment contributes to climate change mitigation.
The key question now is whether it is possible
to design a forest management strategy that
cools the climate and, at the same time, sustains
wood production and other ecosystem services.
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Fig. 2. Effects of species conver-
sion in Europe since 1750.Temper-
ature changes are for boundary layer
temperature during summer (kelvin).
(A) Temperature change due to
changes in emissivity (DTa,ea)
caused by species conversion,
(B) changes in albedo (Da) due to
species conversion, (C) total tem-
perature change (DTa) due to spe-
cies conversion, and (D) correlation
between species-induced and land
use–induced temperature change. In
(C), black dots denote significant
temperature changes at the 0.05
significance level, as determined by a
modified paired one-sample t test.
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CLIMATE CHANGE

Biophysical climate impacts of recent
changes in global forest cover
Ramdane Alkama and Alessandro Cescatti*

Changes in forest cover affect the local climate by modulating the land-atmosphere
fluxes of energy and water. The magnitude of this biophysical effect is still debated in the
scientific community and currently ignored in climate treaties. Here we present an
observation-driven assessment of the climate impacts of recent forest losses and gains,
based on Earth observations of global forest cover and land surface temperatures.
Our results show that forest losses amplify the diurnal temperature variation and increase
the mean and maximum air temperature, with the largest signal in arid zones, followed
by temperate, tropical, and boreal zones. In the decade 2003–2012, variations of forest
cover generated a mean biophysical warming on land corresponding to about 18% of the
global biogeochemical signal due to CO2 emission from land-use change.

F
orests play a relevant role in the climate
system by absorbing approximately one-
fourth of anthropogenic CO2 emissions (1),
storing large carbon pools in tree biomass
and forest soils (2), andmodulating the land-

atmosphere exchange of energy and water vapor
(3). Given the important role of forests in the
global carbon cycle, climate treaties account for
land-based mitigation options such as afforesta-
tion, reforestation, and avoided deforestation or
forest degradation (4, 5). On the contrary, the
climate impacts of biophysical processes, such
as the surface exchange of energy and water
vapor (6), are still uncertain in sign and magni-
tude and therefore have not been considered in
climate negotiations to date.
Over the past two decades, the biophysical

effects of deforestation on climate have been
assessed mainly by comparing paired model
simulations with contrasting forest cover (7–12).
These analyses have shown that, despite the in-
crease in surface albedo, the net biophysical ef-
fects of tropical deforestationmay increase surface
temperature through the reduction of evapo-
transpiration (9, 13). On the contrary, boreal
deforestation may lead to net climate cooling
due to the high snow albedo in cleared areas
during winter/spring and to the land-albedo/
sea-temperature feedback (11, 12, 14). However,
results of these numerical experiments aremodel-
dependent, and the uncertainties in sign, mag-
nitude, and spatial distribution of the predicted
effects are very large (15–17). Therefore, direct ob-
servations of the biophysical climate effects of
recent forest losses and gains are required to
constrain predictions, reduce the uncertainty of
model ensembles, and provide robust recommen-
dations to climate policy.
To date, data-driven assessments based on in

situ (18–20) or satellite observations (3, 21, 22)
have adopted the space-for-time analogy, mean-

ing that spatial differences in surface tempera-
ture between areas with contrasting forest cover
have been interpreted as the climate signal of
hypothetical deforestation/afforestation. The sub-
stitution of space for time produces unbiased re-
sults only if forests are randomly distributed in
the landscape. Conversely, the systematic location
of forests in less favorable areas (such as steeper
or colder slopes, shallow soils, etc.) may produce
spatial gradients in surface climate that should
not be attributed to changes in land cover (18). In
addition, bothmodel-based and observation-based
assessments have focused so far on idealized sce-
narios of deforestation (10, 11) andon theestimation
of climate sensitivities to land-use change (3, 18, 22),
but the climate signal generated by the ongoing
changes in forest cover has not yet been quantified.
To overcome the limits and uncertainties of

past assessments, in this work we focused on
areas that underwent recent land cover tran-
sitions, with the objective of providing a global,
robust, and data-driven assessment of the bio-
physical climate impacts of observed forest gains
and losses. The analysis builds on overlapping
satellite retrievals of surface radiometric temper-
ature (23) and of high-resolution variations in forest
cover (24). A novel methodology has been de-
veloped to disentangle the effect of forest cover
change from the global climate signal [details in
supplementarymaterials (SM) text S1.2]. For this
purpose, the temperature difference (DT) between
two years at a given location is expressed as the
effect of forest cover change (DTfcc) plus the resid-
ual signal (DTres) due to climate variability (Eq. 1)

DT = DTfcc + DTres → DTfcc = DT – DTres ð1Þ

The temporal variation in air surface temper-
ature (DT) is estimated from satellite retrievals of
radiometric land surface temperature, evapotrans-
piration, and albedo, with semi-empiricalmodels
calibrated against in situ measurements of air
temperature (SM text S1.1 and figs. S1 and S2).
For a given location, we derive DTfcc from Eq. 1 by
estimating DTres from adjacent areas with sta-
ble forest cover and therefore where DTfcc ≃ 0
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and DT ≃ DTres (fig. S4). To estimate DTres, areas
located within 50 km of the target location were
considered, using the inverse distance as a weight-
ing factor (methods in SM text S1.2). At a seasonal
time scale, the residual signal DTres is typically in
the range ±1.5°C, as the temperature signal of
forest cover changes (fig. S4). We focused the
analysis on the first and last year of the available
time series (i.e., 2003 and 2012) in order to max-
imize the observed land cover change and there-
fore the spatial extent and robustness of the
estimates. In parallel, the interannual variability
of the climate signal was investigated by compar-
ing 2003 with each of the other years, and the
robustness of the signal was estimated on an en-
semble of nine pairs of years (2003–2005 versus
2010–2012; methods in SM text S1.2.2).

Results show that in all climate zones, forest
clearing produces a marked increase of mean an-
nual maximum air surface temperatures, slight
changes inminimum temperatures, and an over-
all increase of mean temperatures, except at the
northernmost latitudes (Fig. 1, B and C). In fact,
the removal of forest cover does not significantly
affect the mean air temperature in the boreal
zone, whereas it increases the temperature by
about 1°C in the temperate and tropical zones
and by more than 2°C in the arid zone (Fig. 1C).
These signals show limited interannual variabil-
ity and a decreasing uncertainty at the increase
of the time interval and therefore of the area af-
fected by cover change (fig. S9). In the temperate
and boreal zones, the warming induced by forest
losses declines over time, presumably because of

the progressive recovery of vegetation in forest
clearings. On the contrary, tropical areas show a
stable signal, likely due to the conversion of for-
ests to agriculture (fig. S9).
The methodology used in Fig. 1 to investigate

mean annual temperatures has been replicated
at a monthly time scale to explore the seasonal
temperature sensitivity (Fig. 2 and figs. S5 and
S6). These monthly signals show a limited varia-
bility between years in the different climate zones
and latitudinal bands (figs. S10 and S11). The
climate impact of deforestation is modulated
by the incoming radiation and, as a consequence,
the largest warming occurs during the summer
solstice atmaximumtemperatures,whereas changes
in air temperatures during nighttime are negligi-
ble. The substantial reductionof evapotranspiration

SCIENCE sciencemag.org 5 FEBRUARY 2016 • VOL 351 ISSUE 6273 601

Fig. 1. Impacts on surface tem-
perature of changes in forest
cover for the different climate
zones.The panels in rows 1 to 4
show the observed climate impacts of changes in forest cover between 2003 and 2012 in the climate zones defined in (A). (B) Observed variations in mean
annual air surface temperature due to observed changes in forest cover (seasonal plots are reported in figs. S5 and S6).The sensitivity of the mean (dark red),
minimum (black), and maximum (orange) air surface temperatures (C) and land surface temperature (D) to the fraction of the deforested area is shown.
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and surface roughness with forest clearing (11, 13)
is the most plausible explanation for the substan-
tial local warming under high radiation load.
The remarkable daytimewarming ultimately leads
to an increase in the diurnal variation (the dif-
ference between the daily maximum and min-
imum temperature) of about 1.13 ± 0.1°C, 2.85 ±
0.04°C, 4.4 ± 0.17°C, and 1.95 ± 0.08°C over the
boreal, temperate, arid, and tropical climate
zones, respectively. In summary, forests show

important biophysical mitigation effects on local
maximum temperature in all climate zones, by
reducing local daytime summer temperatures
and substantially decreasing the diurnal and an-
nual temperature variations. The key role of evapo-
transpiration in the biophysical impacts of forest
clearing emerges from the ranking of the climate
zones, with the arid areas showing the strongest
signal, followed by the temperate, the tropical,
and the boreal zones.

Climate sensitivity to losses of forest cover was
investigated at the regional scale by applying in a
12°-by-12°movingwindow the samemethodology
used to investigate the climate zones (Fig. 3 and
fig. S7; methods in SM text S1.2.1). This analysis
shows that forest losses in tropical areas generate
warming across all seasons. Contrasting effects
occur at northern latitudes between seasons (win-
ter cooling and summer warming) and conti-
nents (warming in North America and cooling in
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Fig. 3. Regional
changes in air sur-
face temperature
due to losses in for-
est cover between
2003 and 2012.
Changes in mean
annual air tempera-
ture (A) and diurnal
variations (C) due to
forest losses are
shown. The symbol
size indicates the
magnitude of forest
cover losses, and the
color specifies the
average temperature
sensitivity to total
deforestation. Points
are spaced 4° in both
latitude and longitude,
and statistics were
computed in windows measuring 12° by 12°. (B and D) Zonal averages of the annual, summer, and winter air surface
temperature statistics at 4° of latitudinal resolution (the equivalent image for land surface temperature is reported
in fig. S7).

Fig. 2. Seasonal changes in air and land surface
temperature due to losses of forest cover. Ex-
pectedchanges in themonthlymaximum,minimum,
andmean air (A) and land (B) surface temperature
due to the total clearing of a 0.05° grid cell in the
different climate zones are shown (mean ± weighted
root mean square error,WRMSE).
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northern Eurasia, Fig. 3, A and B). In accordance
with observations performed in North America
(18, 20), forest clearing increases the diurnal tem-
perature variation during summer months at all
latitudes (Fig. 3, C and D), whereas it has no
effects on the diurnal variation during the boreal
winter, because of the dominant effect of snow
albedo. The changes in diurnal temperature var-
iation (Fig. 3D) are substantially larger than those
in mean annual temperature (Fig. 3B). These
results highlight the fact that local biophysical
processes triggered by forest losses can effec-
tively increase summer temperatures in all
world regions, further amplifying the climate
trends driven by the increasing greenhouse gas
concentrations.
The estimated rate of local warming after

forest losses is lower than that predicted by
observation-driven studies focused on land sur-
face temperature (22). In addition, the low sen-
sitivity of the mean annual temperature observed
at northern latitudes is in contrast with model
simulations of large-scale deforestation that typ-
ically predict a sharp reduction in boreal temper-
atures (8, 10), possibly amplified by land-ocean
interactions (11). Differently from previous assess-
ments (3, 22), our analysis focused on air surface
temperature instead of land surface temperature,
given the greater relevance of the first parameter
in climate science. On this aspect Figs. 1, C andD,
and 2 show that the sensitivity of land surface
temperature to changes in forest cover is about
50% larger than that of air temperature. This
large difference is probably driven by satellite
retrievals of land surface temperature that are
biased toward clear sky conditions, when the
biophysical differences between land covers are
maximized. In addition, it is important to con-
sider that our analysis quantifies the local im-

pacts of fine-scale variations in forest cover that
are primarily driven by changes in the surface
energy budget and related first-order interac-
tions with the boundary layer. Therefore, this
assessment cannot capture the signal of large-
scale land-atmosphere interactions and regional
teleconnections. On the contrary, model experi-
ments of idealized large-scale deforestation also
account for second-order effects and feedbacks
(such as changes in cloud cover, rainfall, sea
surface temperature, etc.) that may amplify and
eventually override the local temperature signal
of deforestation (25). In particular, significant
feedbacks between land surface albedo and
sea temperature seem to drive the temperate/
boreal cooling in model experiments of global
deforestation (11).
Afforestation or reforestation can significantly

attenuate the biophysical effect of forest clearing
on surface temperature, especially over boreal and
temperate zones, where gains in forest cover com-
pensated for more than 60% of forest losses in
the decade 2003–2012 (Fig. 4A). On the contrary,
over the same period, forest gains offset less than
30% of the losses in the tropics, leading to a
significant net deforestation (24, 26) (Fig. 4C).
The strong local effect of the changes in forest
cover on air surface temperature turns out to be
rather minor when averaged over the year at the
global scale (0.0062°C, Fig. 4), due to the attenua-
tion effect of the boreal winter and of nighttime
temperatures, to the compensatory effect of for-
est gains, and to the limited extent of forest
losses. On average, in the analyzed decade, the
global biophysical warming due to changes in
forest cover is equal to about 18% (12 to 42%)
of the biogeochemical warming due to CO2 emis-
sions from land-use change (methods in SM
text S1.3).

This analysis reveals that the biophysical ef-
fects of changes in forest cover can substantially
affect the local climate by altering the average
temperatureand,evenmoremarkedly, themaximum
summer temperatures and the diurnal and annual
variations (18, 20). In addition to the global
mitigation effects of the terrestrial carbon sink
(1), the biophysical properties of forests can
therefore contribute to the mitigation of climate
extremes, in particular by reducing daytime tem-
peratures during summer months (27). These
effects are relevant both in the tropics, where
deforestation rates are still substantial and forest
clearing generates warming throughout the whole
year, and in the boreal zone, where forests con-
tribute to the mitigation of rapidly increasing
summer temperatures. Overall, the observation-
driven global quantification of the biophysical sig-
nal of deforestation provided in this study may
support accounting for land biophysics in climate
negotiations, as well as the definition of novel
protocols for the measurement, reporting, and
verification of these relevant effects.
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CANCER THERAPEUTICS

Allele-specific inhibitors
inactivate mutant KRAS G12C
by a trapping mechanism
Piro Lito,1* Martha Solomon,2 Lian-Sheng Li,3 Rasmus Hansen,3 Neal Rosen1,2*

It is thought that KRAS oncoproteins are constitutively active because their guanosine
triphosphatase (GTPase) activity is disabled. Consequently, drugs targeting the inactive or
guanosine 5´-diphosphate–bound conformation are not expected to be effective.We describe
a mechanism that enables such drugs to inhibit KRASG12C signaling and cancer cell growth.
Inhibition requires intact GTPase activity and occurs because drug-bound KRASG12C is
insusceptible to nucleotide exchange factors and thus trapped in its inactive state. Indeed,
mutants completely lacking GTPase activity and those promoting exchange reduced the
potency of the drug. Suppressing nucleotide exchange activity downstream of various
tyrosine kinases enhanced KRASG12C inhibition, whereas its potentiation had the opposite
effect.These findings reveal that KRASG12C undergoes nucleotide cycling in cancer cells and
provide a basis for developing effective therapies to treat KRASG12C-driven cancers.

W
ild-type RAS guanosine triphosphatases
(GTPases) cycle between an active, gua-
nosine 5´-triphosphate (GTP)–bound, and
an inactive, guanosine 5´-diphosphate
(GDP)–bound, state (1, 2). This is medi-

atedbynucleotide exchange factors,which catalyze
the exchange of GDP for GTP, and GTPase-
activating proteins, which potentiate a weak
intrinsic GTPase activity (3). Cancer-causing muta-
tions impair the GTPase activity of RAS, causing
it to accumulate in the activated state (4–6). De-
spite the prevalence of these mutations, no ther-
apies that directly target this oncoprotein are
currently available in the clinic (7–9). A recently
identified binding pocket in KRASG12C (10) now
enables the discovery of compounds that potent-
ly inhibit KRAS-GTP or effector signaling by this
mutant.

Here we characterize a novel compound,
ARS853, designed to bind KRASG12C with high
affinity (11). The structures of ARS853 and pre-
viously reported (10) compounds (cmpds) 6 and
12 are shown in fig. S1A. Treatment of KRASG12C-
mutant lung cancer cells with ARS853 reduced
the level of GTP-bound KRAS by more than 95%
(Fig. 1A, 10 mΜ). This caused decreased phospho-
rylation of CRAF, ERK (extracellular signal–
regulated kinase), and AKT. In contrast, even at
the highest concentration tested, cmpd 6 or 12
had only a minimal effect on pCRAF and pERK,
without affecting KRAS-GTP levels (Fig. 1A and
fig. S1B). ARS853 inhibited proliferation with an
inhibitory concentration 50% (IC50) of 2.5 mM,
which was similar to its IC50 for target inhibi-
tion (Fig. 1, A and B). ARS853 (10 mM) inhibited
effector signaling (Fig. 1C and fig. S1C) and cell
proliferation (Fig. 1D and fig. S2) to varying de-
grees in six KRASG12C mutant lung cancer cell
lines, but not in non-KRASG12C models (Fig. 1E
and fig. S1, C and D). Similarly, it completely
suppressed the effects of exogenous KRASG12C

expression on KRAS-GTP levels, KRAS-BRAF
interaction, and ERK signaling (fig. S1E). Inhib-

itor treatment also induced apoptosis in four
KRASG12C mutant cell lines (Fig. 1, F toH). Thus,
ARS853 selectively reduces KRAS-GTP levels and
RAS-effector signaling in KRASG12C-mutant cells,
while inhibiting their proliferation and inducing
cell death.
In contrast to the rapid inhibition of signal-

ing by kinase inhibitors, inhibition of KRASG12C by
ARS853 occurred slowly (Fig. 2A and fig. S3). In
some cell lines, maximal inhibition of KRAS-GTP
occurred in 6 hours; in others, in 48 to 72 hours. To
understand this phenomenon, we examined the
mechanism of KRASG12C inhibition in more detail.
To determine whether ARS853 binds to the active
or the inactive conformation of KRASG12C, we used
differential scanning fluorimetry, which assays
ligand-induced changes in protein thermal sta-
bility (12). Recombinant KRASG12C was loaded
with either GTPgS or GDP (fig. S4A) and then
incubatedwith ARS853. Samples were incubated
at increasing temperatures in the presence of a
fluorescent dye that binds to hydrophobic surfaces
exposed during thermal denaturation. ARS853
increased the amplitude of the thermal dena-
turation curve of KRASG12C loaded with GDP but
not with GTPgS (Fig. 2B and fig. S4B). ARS853
did not alter the denaturation curve of GDP-loaded
KRASWT (fig. S4C). These data suggest that
ARS853 preferentially interacts with inactive, or
GDP-bound, KRASG12C.
KRAS mutants are thought to exist in a “con-

stitutively” active (GTP-bound) state in cancer
cells (13). Thus, inhibition of KRAS-GTP levels
by a drug that preferentially interacts with GDP-
boundmutant KRAS is puzzling. Codon 12muta-
tions disable the activation of RAS GTPase by
GTPase-activating proteins (14–16). It is possi-
ble, however, that the basal GTPase activity of
KRASG12C is sufficient to enable nucleotide cycling
in cancer cells. Consequently, we hypothesized
that binding of the inhibitor to KRASG12C traps
it in an inactive (GDP-bound) conformation by
reducing its susceptibility to exchange,which then
results in the observed time-dependent reduc-
tion in cellular KRAS-GTP levels. For this to be
the case, (i) inhibition by the drug should require
KRASG12C GTPase activity. (ii) If KRASG12C GTPase
activity is constant, the rate of RAS inhibition by
the drug should depend on exchange factor ac-
tivity. (iii) Regulating exchange factor activity
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should affect drug potency and the kinetics of
inhibition.
We tested this hypothesis by using mutations

that occur in cancer patients and affect the gua-

nine nucleotide cycle of RAS (Fig. 3A and fig.
S5A). A59G is a “transition state” mutant that
abrogates GTPase activity (17, 18). When assayed
for their GTPase activity (Fig. 3B), KRASWT and

KRASG12C generated approximately three times
as much hydrolysis product as the control reac-
tions, whereas KRASA59G or KRASG12C/A59G had
little activity. Thus, KRASG12C has basal GTPase
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Fig. 1. Selective inhibition of KRASG12C signaling and cancer cell growth
by ARS853. (A) KRASG12C mutant cells (H358) were treated with a novel
(ARS853) or a previously described (cmpd6) compound for 5 hours.The effect
on the level of active, or GTP-bound, KRAS was determined by a RAS-binding
domain pull-down (RBD:PD) assay and immunoblotting with a KRAS-specific
antibody. The effect on ERK and AKT signaling was determined by immuno-
blottingwith the indicatedantibodies. A representative of at least two independent
experiments for each compound is shown. (B) H358 cells were treated for
72 hours with increasing concentrations of the indicated inhibitors, followed by
determination of viable cells by the ATPglow assay (n = 3 replicates). (C) The
effect of ARS853 treatment on the inhibition of signaling intermediates in a
panel of KRASG12C-mutant lung cancer cell lines. KRASWTA375 cells were used

as a control. A representative of at least two independent experiments for each
cell line is shown. (D andE) The cell lineswere treatedover time todetermine the
effect of ARS853 on the proliferation of G12C (D) or non-G12C (E) KRASmodels
(n = 3 replicates). (F) The effect of ARS853 treatment on the cleavage of
apoptotic intermediates was determined by immunoblotting with the indicated
antibodies. A representative of two independent experiments is shown. (G) Cell
extracts from the indicated cell lines treated with ARS853 were subjected to a
caspase activation assay with the Z-DEVD-AMC reporter substrate.The increase
in fluorescence relative to untreated (0) is shown (n = 3 replicates). (H) Following
treatment with ARS853 for 24 hours, the cells were stained with annexin V and
evaluated by flow cytometry to determine the increase in annexin V–positive cells
relative to untreated cells. Data in (B), (D), (E), and (G) are mean and SEM.

Fig. 2. Inhibition of active
KRAS levels despite an inter-
action with GDP-bound
KRASG12C. (A) KRASG12C-
mutant lung cancer cell lines
were treated with ARS853
(10 mM) over time, and cellular
extracts were analyzed to
determine the effect on
KRAS-GTP as in Fig. 1A.
(B) Recombinant KRASG12C was
loaded with GDP or nonhydro-
lyzable GTPgS and then reacted
with ARS853 at a 1:1 molar ratio for 1 hour, at room temperature. The samples were analyzed by differential scanning fluorimentry to determine the shift
in thermal denaturation curve induced by ARS853 binding (n = 4 replicates for GDP and n = 3 replicates for GTPgS). Mean and SEM are shown.
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activity that is suppressed by the A59Gmutation
(see also Fig. 3C, lane 5 versus lane 1). ARS853
reduced KRAS-GTP levels and ERK phosphoryl-
ation in human embryonic kidney 293 (HEK293)
or H358 cells engineered to express KRASG12C

but not in those expressing KRASG12C/A59G

(Fig. 3C and fig. S5B). The crystal structure of
HRASA59G shows that Q61, a critical residue for
GTP hydrolysis, is displaced in this mutant (fig.
S5C). Q61L impairs in vitro GTP hydrolysis by
HRAS (19), and, when expressed in HEK293
cells, KRASG12C/Q61L was less sensitive to ARS853
than KRASG12C (fig. S5D). Y64A both reduces
RAS GTPase activity and impairs the interaction
of HRAS with the active site of the guanine
nucleotide exchange factor (GEF) SOS (18, 20, 21)
(fig. S6, A to C). As expected, ARS853 caused only
minimal inhibition of GTP-bound KRASG12C/Y64A

or signaling driven by this mutant (fig. S6D).
Thus, KRASG12C GTPase activity is required for
its inhibition by ARS853.
The percentage of KRASG12C bound to ARS853

in cells was evaluated by mass spectrometry
(Fig. 3D, dotted line). GTPase-impairing muta-
tions A59G or Y64A diminished the cellular

interaction of ARS853 with KRASG12C by ~75 and
~50%, respectively. This effect was inversely pro-
portional to their effect on KRASG12C-GTP in-
hibition (Fig. 3D, solid line), supporting the
conclusions that ARS853 interacts preferen-
tially with GDP-bound KRASG12C in cells and
that GTPase activity is required for the drug to
bind and inhibit KRASG12C.
ARS853 reduced the interaction of KRASG12C

with the catalytic subunit of SOS (Fig. 3E) and
attenuated SOS-mediated nucleotide exchange
by KRASG12C (fig. S6E). These findings suggest
that ARS853 traps KRASG12C in a GDP-bound
conformation by lowering its affinity for nucleotide
exchange factors. It is therefore possible that
nucleotide exchange activitymodulates the effect
of ARS853. We tested whether RAS mutations
that affect nucleotide exchange alter the sensi-
tivity of KRASG12C to ARS853 (Fig. 3F). Y40A,
N116H, and A146V increase, whereas Y32S de-
creases, nucleotide exchange (22–24). Mutations
that increase exchange attenuated the effect of
ARS853 onKRASG12C-GTP, whereas Y32S caused
a small augmentation of its effect (Fig. 3, G and
H, and fig. S6, F and G). These data imply that

potentiation of nucleotide exchange reduces
sensitivity to ARS853, by lowering the levels of
GDP-bound KRASG12C available for drug binding.
If the inhibitor works by the trapping mech-

anism suggested by these data (Fig. 4A), then
cellular parameters regulatingnucleotide exchange
ought to modulate the inhibition of KRASG12C.
Exposure to epidermal growth factor (EGF), an
activator of SOS (25), delayed the inhibition of
KRASG12C by ARS853 by several hours compared
to inhibition in serum-free medium (Fig. 4B and
fig. S7A). Treatment with an EGF receptor (EGFR)
inhibitor (fig. S7, B and C) or SOS-specific small
interfering RNAs (fig. S7D) had the opposite ef-
fect.We determined if EGFR signaling affects the
inhibition of the mutant KRASG12C allele, by ex-
pressing hemagglutinin (HA)–tagged KRASG12C

in EGFR-mutant PC9 cells, in which nucleotide
exchange depends on EGFR (26, 27). The specific
effect on the mutant allele was determined by
pulling down active KRAS and then immuno-
blotting for HA-tagged KRASG12C. ARS853 in-
hibited GTP-bound KRASG12C more potently in
the presence of gefitinib, as compared to its ab-
sence (fig. S7E). Furthermore, EGFR inhibition
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Fig. 3. Inhibition of
KRASG12C requires
GTPase activity and is
attenuated by nucleotide
exchange. (A) Schematic
of the mutations used to
block the GTPase activity
of KRAS. NTF, nucleotide
free. (B) KRAS mutants,
expressed and affinity
purified from HEK293
cells, were subjected to a
GTPase reaction. The
orthophosphate product
was measured by the
Cytophos reagent and
expressed as fold change
over GTP alone (n = 3,
mean and SEM).
(C) HEK293 cells
expressing HA-tagged
KRAS constructs were
treated with ARS853 for
5 hours. Cell extracts were
evaluated by RBD:PD and
immunoblotting with an
anti-HA antibody, to deter-
mine the effect on GTP-
bound mutant KRASG12C.
A representative of three
independent experiments
is shown. (D) Extracts
from cells expressing the KRAS constructs treated as shown were evaluated
bymass spectrometry to determine the percentage of KRASG12C bound to the
drug. KRASG12C-GTP levels in the same extracts were determined as in (C) and
quantified by densitometry (n = 3, mean and SEM). (E) HEK293 cells
expressing the constructs shown were treated with ARS853 for 5 hours.
HA-tagged KRAS was immunoprecipitated (IP) and subjected to a binding
assay with the catalytic domain of SOS (SOScat). (F) Schematic of the
mutations used to biochemically increase (+) or decrease (-) the nucleotide

exchange function of KRASG12C. (G) HEK293 cells expressing the indicated
constructs were analyzed as in (C). (H) The level of active KRAS-GTP was
quantified by densitometry. Each replicate is shown. A similar result was
obtained in H358 cells (fig. S6F). The baseline level of KRASG12C/Y40A

detected by the RBD:PD is low because the Y40 mutation impairs the
interaction of RAS with RAF (33). See also the effects of N116H and A146V
mutations, which increase nucleotide exchange without affecting RAS-RAF
interaction (fig. S6G).
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enhanced the suppression of KRAS-GTP levels by
ARS853 in both KRASG12C homozygous and het-
erozygous cells (fig. S7F). Receptor tyrosine ki-
nase (RTK) signaling and nucleotide exchange
are also subject to feedback inhibition by ERK or
AKT (28). Mitogen-activated protein kinase
kinase (MEK) or AKT inhibitors relieve this feed-
back and activated RTK signaling (29, 30). In-
hibiting these pathways also attenuated the
inhibitory effect of ARS853 (fig. S7, G and H).
Taken together, these findings show that RTK-
mediated nucleotide exchange regulates the ki-
netics and potency of KRASG12C inhibition in
cancer cells.
The above results also suggest that pharma-

cologic inhibition of the exchange reaction, as
achieved, for example, with inhibitors of RTK
signaling, ought to potentiate the antiprolifer-
ative effect of KRASG12C inhibitors. To test this
hypothesis, we evaluated the effects of 11 inhib-
itors targeting RTKs, or their downstream sig-
naling pathways, in KRASG12C-mutant cell lines.
In agreement with our model, inhibiting the tyro-
sine kinase activities of MET, SRC, or FGFR
(fibroblast growth factor receptor) enhanced

growth inhibition by ARS853 in H1972 and
H2030 cells, whereas MEK, ERK, phosphatidy-
linositol 3-kinase (PI3K), or AKT inhibitor treat-
ment did not have a significant effect (Fig. 4, C
and D). In H2122 and Calu-1 cells, the effect of
ARS853 was potentiated by concurrent inhibi-
tion of EGFR (Fig. 4D). Inhibition of EGFR also
enhanced the induction of caspase activity by
ARS853 (fig. S7I). These findings support another
report showing that EGFR is required for KRAS-
driven cancer formation (31) and suggest that the
RTKs responsible for modulating the timing of
KRASG12C inhibition in lung cancer vary from
tumor to tumor. They also provide a rationale
for selecting optimal combination treatments
to achieve maximal KRASG12C inhibition in
patients.
We thus report an inhibitor that suppresses

KRASG12C signaling and tumor cell growth by
binding to the GDP-bound form of the protein.
This reduces the levels of KRASG12C-GTP, be-
cause the protein retains GTPase activity and
undergoes nucleotide cycling in cells. SomeRAS
mutants have low levels of basal GTPase activity
in vitro; yet, perhaps owing to an inability to

directly test such activity in vivo, these onco-
proteins are assumed to be constitutively GTP-
bound in cancer cells. The data presented here,
however, indicate that inhibition by ARS853
requires GTPase activity and that nucleotide
exchange activity is inversely related to the ki-
netics and/or magnitude of inhibition. The mod-
el suggests that the RAS inhibitor and exchange
factors compete for binding to KRASG12C-GDP.
Drug-bound KRASG12C-GDP is not susceptible to
exchange and exits the cycle, thus lowering the
levels of KRASG12C-GTP.
This model also predicts that genetic alter-

ations that completely disable KRASG12C GTPase
activity, or those that activate nucleotide ex-
change function, will confer resistance to this
class of drugs. Careful selection of combination
therapies may in turn prevent or delay the
emergence of resistance by enabling a more
potent inhibition of KRASG12C. The mechanism
of action elucidated here establishes a basis for
such combination therapies. Inhibitors of re-
ceptors dominantly responsible for activation of
RAS nucleotide exchange are predicted to en-
hance activity, whereas inhibitors of downstream
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Fig. 4. Tyrosine kinase activation of nucleotide
exchange modulates KRASG12C inhibition in can-
cer cells. (A) A schematic of the trapping mecha-
nismbywhichARS853 targetsKRASG12C-dependent
signaling and the role of RTK- or feedback-regulated
nucleotide exchange in this process. Structures were adapted from Protein Data
Bank accessions 4luc (inhibitor-bound KRASG12C-GDP), 4ldj (KRASG12C-GDP),
and 4l9w (HRASG12C-GTP). (B) H358 cells were serum starved overnight fol-
lowedby treatmentwithARS853 (10 mM),withorwithoutEGF (100ng/ml) for the
indicated times, to determine the effect on KRAS-GTP. A representative of two
independent experiments is shown. (C) The indicated cell lines, selected be-
cause of their relative insensitivity to KRASG12C inhibition, were treated with in-
hibitors of RTK signaling, alone or in combinationwith ARS853 for 5 days, in order

to determine the most effective combinations. The effect of treatment is shown
relative to the proliferation of untreated cells. The dots indicate combination treat-
ments resulting in significantlymorepronounced inhibition, compared to eitherdrug
alone (n=3 replicates,mean).DMSO,dimethyl sulfoxide. (D) Theeffect of inhibitors
targeting tyrosine kinases on the antiproliferative effect of KRASG12C inhibition
in KRASG12C mutant cell lines (n = 3 replicates, mean and SEM).The concen-
trations of the inhibitors used in (C) and (D) are noted inMaterials andMethods.
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pathways that reactivate these receptors are
likely to blunt inhibition of mutant KRAS.
KRASG12Cmutationsoccur in 16%of lungadeno-

carcinomas (32), making them one of the most
frequent activating genetic alterations in lung
cancer, a disease responsible for approximately
1.6 million annual deaths worldwide. No ef-
fective inhibitor of mutant KRAS has yet been
developed for use in the clinic. Our results
suggest that KRASG12C allele–specific inhibitors,
such as the one described here, merit investi-
gation as potential therapeutics for KRASG12C-
lung cancers.
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STRUCTURAL BIOLOGY

Structures of aminoarabinose
transferase ArnT suggest a molecular
basis for lipid A glycosylation
Vasileios I. Petrou,1 Carmen M. Herrera,2* Kathryn M. Schultz,3*
Oliver B. Clarke,4 Jérémie Vendome,4,5 David Tomasek,1 Surajit Banerjee,6

Kanagalaghatta R. Rajashankar,6 Meagan Belcher Dufrisne,1

Brian Kloss,7 Edda Kloppmann,8 Burkhard Rost,8,9 Candice S. Klug,3

M. Stephen Trent,2 Lawrence Shapiro,4 Filippo Mancia1†

Polymyxins are antibiotics used in the last line of defense to combat multidrug-resistant
infections by Gram-negative bacteria. Polymyxin resistance arises through charge
modification of the bacterial outer membrane with the attachment of the cationic sugar
4-amino-4-deoxy-L-arabinose to lipid A, a reaction catalyzed by the integral membrane
lipid-to-lipid glycosyltransferase 4-amino-4-deoxy-L-arabinose transferase (ArnT). Here, we
report crystal structures of ArnT from Cupriavidus metallidurans, alone and in complex with
the lipid carrier undecaprenyl phosphate, at 2.8 and 3.2 angstrom resolution, respectively.
The structures show cavities for both lipidic substrates, which converge at the active site.
A structural rearrangement occurs on undecaprenyl phosphate binding, which stabilizes the
active site and likely allows lipid A binding. Functional mutagenesis experiments based on
these structures suggest a mechanistic model for ArnT family enzymes.

P
olymyxins are last-resort antibiotics used
to combat multidrug-resistant infections
by Gram-negative bacteria (1, 2). They are
thought to act by permeabilizing themem-
branes of Gram-negative bacteria, after

binding to the lipopolysaccharide (LPS) of the
outer membrane (1, 2). This association with the
outer membrane is primarily achieved through
electrostatic interactions between amino groups
of polymyxins and negatively charged moieties of

the backbone glucosamine and 3-deoxy-D-manno-
oct-2-ulosonic acid (Kdo) sugars of lipid A, an am-
phipathic saccharolipid that anchors LPS to the
outer leaflet of the outermembrane (3). Resistance
to polymyxins develops through active modifica-
tions of lipid A, which cap the glucosamine sugar
phosphates and thus reduce negative membrane
charge (4). LipidAmodification is also relevant for
evasionof naturally occurring cationic antimicrobial
peptides by Gram-negative bacteria (5, 6).
In Escherichia coli and Salmonella enterica,

the most effective modification for reduction of
negative membrane charge is the attachment of
the cationic sugar 4-amino-4-deoxy-L-arabinose
(L-Ara4N) to lipid A phosphate groups at the
1 and 4′ positions (7). L-Ara4N is provided by the
lipid carrier undecaprenyl phosphate (UndP).
The reaction is catalyzed on the periplasmic side
of the inner membrane by ArnT (PmrK), an in-
tegral membrane lipid-to-lipid glycosyltransfer-
ase and the last enzyme in the aminoarabinose
biosynthetic pathway of Gram-negative bacteria
(4, 7, 8) (Fig. 1A). The lipid A 1-phosphate group
is also modified by EptA (PmrC), which adds
phosphoethanolamine (pEtN), competing with
ArnT for the 1-phosphate site (9, 10).
To gain insight into the structure and mech-

anistic basis of ArnT function, we screened 12
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Fig. 1. Structure and function of ArnT from Cupriavidus metallidurans
CH34. (A) Schematic representation of the reaction catalyzed by ArnT. The
sugar L-Ara4N is transferred from the carrier UndP to lipid A. 1 and4′phosphate
positions on lipid A are marked. (B) Analysis of 32P-labeled lipid A species by
TLC showing rescue of lipid A modification with L-Ara4N when ArnTCm is
expressed in the DarnTDeptA double-knockout E. coli strain (dm). The back-
ground E. coli strain (WD101; wt, wild type) has a pmrA constitutive phenotype
(pmrAC), enabling it to synthesize L-Ara4N- and pEtN-modified lipid A and to
exhibit resistance to polymyxins (8). (C) Crystal structure of ArnTCm. Two

orthogonal views, perpendicular to the plane of the membrane, are presented
in ribbon representation with rainbow coloring starting from the N terminus
(blue) to the C terminus (purple). The approximate dimensions of the mono-
mer are 55,79, and42Å (width, height, anddepth).Membrane boundaries shown
were calculated using the PPM server (21). Dashed lines represent missing
segments in the structure. (D) Arrangement of TM helices in ArnTCm shown as a
slice of the TM domain at the level indicated by the arrow in (C). (E) Schematic
representation of the connectivity and structural elements of ArnTCm. P, peri-
plasm;M,membrane (inner); C, cytoplasm;TMD:TMdomain; PL4 (shown in red).
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Fig. 2. Significant structural features of ArnTCm.
(A) Three views of ArnTCm in spacefill representa-
tion showing the location of notable cavities in the
structure. The middle view has the same orienta-
tion as the view in (B).The other two are obtained
by 45° rotation in opposite directions around a
vertical axis.Cavities are colorcoded as in (B),where
their identity is labeled. (B) Ribbon representation
of ArnTCm showing the volumes of notable cavities
in the structure.Volumeswere calculated using the
Voss Volume Voxelator server (22), using probes
with 15 and 1.75 Å radii, corresponding to the outer
and inner probe, respectively.The approximatemem-
braneboundaries are shownasblack lines. (C)Close-
up of themetal coordination site in ArnTCm showing
Zn+2 as a purple sphere and the coordinating resi-
dues colored by heteroatom. The dashed red line
box in (B) shows the overall location of the coor-
dination site. (D) The effect of mutations in Zn+2

coordinating residues on ArnTSe expressed in a
BL21(DE3)DarnT E. coli strain for rescue of poly-
myxin B (PMXB) resistance (13). Corresponding res-
idue numbers in ArnTCm are shown in parentheses
here and in all subsequent figures. OD600, optical
density at 600 nm. Data presented are means +
SD. N is shown for each data column.

RESEARCH | REPORTS



prokaryotic putative ArnTs from diverse species
to find a candidate for crystallization (11). ArnT
fromCupriavidusmetallidurans CH34 (ArnTCm)
emerged as the most promising based on ex-
pression levels (fig. S1A) and behavior in size-
exclusion chromatography in detergent (fig. S1B).
This protein yielded crystals in lipidic cubic phase
(LCP) (12) (fig. S1, C and D) that were suitable for
structure determination.
We characterizedArnTCm to determinewhether

it was a true ArnT capable of transferring L-Ara4N
to lipid A. Thin-layer chromatography (TLC) of
32P-labeled lipid A isolated from E. coli showed
that heterologous expression of ArnTCm in an
E. coli strain lacking endogenous arnT and eptA
(DarnTDeptA) resulted in lipid A modification
by L-Ara4N (Fig. 1B). The identity of the trans-
ferred sugar was confirmed by mass spectrom-
etry (fig. S2A). Unlike ArnT from Salmonella
enterica serovar Typhimurium (ArnTSe), ArnTCm
failed to rescue resistance to polymyxin in DarnT
(13, 14) (fig. S2B) and in DarnTDeptA (fig. S2C)
E. coli strains. Although it is known that ArnTSe
adds L-Ara4N to both the 1 and 4′ phosphates of
lipid A (7), ArnTCm appears only to yield a single
lipid A species modified at the 1-phosphate po-
sition (fig. S2D), which suggests that modifica-
tion at the 1-position does not confer protection
to polymyxin in E. coli. Consistent with this, re-
moval or modification of the 4′-phosphate con-
fers polymyxin resistance in other species (15, 16).
Therefore, functional hypotheses derived from
the structures of ArnTCm were tested on ArnTSe
by using a polymyxin growth assay previously
established in E. coli (13, 14) and with a direct
assay on ArnTCm for some mutants. The overall
sequence identity between ArnTSe and ArnTCm
is 23%, but the degree of conservation in and
around the key regions for activity is substan-
tially higher, which suggests that their structure
and function are likely conserved (fig. S3).
The structure of ArnTCm was determined to

2.8 Å resolution by the single-wavelength anoma-
lous diffraction method using SeMet-substituted
protein (fig. S4 and Table 1). ArnTCm is a mono-
mer, consisting of a transmembrane (TM) domain
and a soluble periplasmic domain (PD) positioned
above it (Fig. 1C). The TM domain, demarcated
by a clear hydrophobic belt (fig. S5A), shows 13
TM helices, as recently predicted for ArnT from
Burkholderia cenocepacia (17), in an intricate
arrangement (Fig. 1, D and E). The structure has
three juxtamembrane (JM) helices (JM1 to JM3).
JM1 and JM2 are both part of the first periplasmic
loop and are perpendicular to each other, creating
a distinctive cross-shaped structure (Fig. 1C). JM3
leads into a flexible periplasmic loop between
TM7 and TM8 [periplasmic loop 4 (PL4), partially
disordered in the structure], previously shown to
be functionally important (13, 17). TM13 leads
into the PD, which has an a/b/a arrangement
(Fig. 1E).
ArnT is a member of the GT-C family of glyco-

syltransferases (18), and it has a similar fold to a
bacterial oligosaccharyltransferase (OST) from
Campylobacter lari (PglB) and to an archaeal OST
from Archaeoglobus fulgidus (AglB) (19, 20) (fig.

S6A). The topology differs among the three (fig.
S6B), but an inner core of AglB’s TMdomain aligns
wellwith that ofArnTCm (fig. S6C) and apart of the
PDsofArnTCmandPglB is similar (fig. S6, D and E).
These similarities in fold may underscore an evo-
lutionary relationship, but the functions of the

three enzymes aremarkedly different. Only ArnT
has a lipid as glycosyl acceptor (lipid A). Because
both substrates are lipidic, ArnT must bring both
from themembrane to the active site for catalysis.
The structure of ArnTCm shows three major

cavities (Fig. 2, A and B), which differ in their
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Table 1. Data collection and refinement statistics for ArnT. I/s(I), the empirical signal-to-noise ratio;

CC1/2, a correlation coefficient; N/A, not applicable; h, k, and l, indices that define the lattice planes; Rmeas,
multiplicity-correctedR,Rpim, expected precision; RMS, rootmean square; clashscore is a validation tool in

Phenix;TLS, translation/libration/screw, a mathematical model. Note that the apo data set was collected

from crystals grown in the presence of decaprenyl phosphate. The presence of this compound in the

crystallization mix does not lead to the conformational change observed in the ligand-bound form (see
Materials and Methods).

apo bound (UndP) SeMet

Data collection
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Wavelength (Å) 0.979 0.979 0.979
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Resolution range (Å) 46.2–2.7 (2.8–2.7) 47.9–3.2 (3.3–3.2) 75.5–3.3 (3.4–3.3)
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Space group P212121 P212121 P212121. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Unit cell: a, b, c (Å)
58.60, 80.63,

150.25

59.65, 80.32,

150.16

58.91, 81.21,

151.63
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Total reflections 554,931 (41,515) 89,964 (8,386) 265,697 (25,867)
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Unique reflections 20,239 (2,000) 12,427 (1,212) 11,387 (1,120)
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Multiplicity 27.4 (20.8) 7.2 (6.9) 23.3 (23.1)
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Completeness (%) 99.9 (100.0) 99.8 (99.5) 100 (99.9)
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Mean I/s(I) 25.5 (0.9) 5.6 (1.3) 11.4 (2.4)
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Wilson B-factor (Å2) 65.2 63.8 81.5
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Rmerge 0.38 (3.5) 0.37 (1.9) 0.23 (1.3)
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Rmeas 0.39 (3.6) 0.40 (2.0) 0.23 (1.3)
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Rpim 0.075 (0.767) 0.144 (0.748) 0.048 (0.271)
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

CC1/2 0.999 (0.218) 0.994 (0.468) 1.000 (0.839)
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Resolution where I/s(I) > 2.0 (overall) 2.83 3.40 N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Resolution where I/s(I) > 2.0 (along h) 2.92 3.20 N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Resolution where I/s(I) > 2.0 (along k) 2.70 4.11 N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Resolution where I/s(I) > 2.0 (along l) 2.84 3.58 N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Resolution where CC1/2 >0.5 (overall) 2.86 3.20 N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Resolution where CC1/2 >0.5 (along h) 2.81 3.20 N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Resolution where CC1/2 >0.5 (along k) 2.83 3.85 N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Resolution where CC1/2 >0.5 (along l) 2.94 3.36 N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Refinement
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Reflections used in refinement 20,239 (1,962) 12,427 (1,208) N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Reflections used for Rfree 1047 (96) 668 (59) N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Rwork 0.21 (0.41) 0.22 (0.32) N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Rfree 0.26 (0.42) 0.26 (0.38) N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Number of nonhydrogen atoms 4,562 4,804 N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Macromolecules 4,097 4,171 N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Ligands 431 627 N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Protein residues 537 541 N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

RMS (bonds) 0.003 0.002 N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

RMS (angles) 0.56 0.49 N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Ramachandran favored (%) 97 96 N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Ramachandran allowed (%) 2.8 3.7 N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Ramachandran outliers (%) 0 0.2 N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Rotamer outliers (%) 0.5 0.5 N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Clashscore 4.25 4.96 N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Average B-factor 75.8 50.6 N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Macromolecules 74.4 49.5 N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Ligands 89.6 57.4 N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Solvent 65.1 44.2 N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Number of TLS groups 2 2 N/A
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .
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electrostatic nature. The largest (>3000 Å3 within
the membrane), cavity 1, is amphipathic with a
lower, primarily hydrophobic portion located
below the level of the membrane and an upper
hydrophilic one (fig. S5B). We hypothesize that
cavity 1 is where lipid A binds to ArnT. Note that
the hydrophobic portion of cavity 1 is directly ac-
cessible from the outer leaflet of the inner mem-
brane, and it has a volume compatible with the
acyl chains and the glucosamine sugar backbone
of lipid A. This suggests a simple mechanism for
lipophilic substrate recruitment, althoughentrance
to cavity 1maybe occludedbyPL4 (Fig. 2, A andB).
The Kdo sugars of lipid A could bind to the hy-
drophilic upper portion of the cavity and possibly
interact with the PD. The smaller cavity 2, con-
nected to cavity 1 through a narrow passage, is
primarily hydrophilic, despite its position, at least
in part, below the boundary of the membrane
(Fig. 2, A and B, and fig. S5B). Finally, cavity 3,
located close to the cytoplasmic side of the mol-
ecule is entirely hydrophobic (Fig. 2, A and B, and
fig. S5B).
ArnTCm binds a metal we identified as Zn be-

tween JM1 and PL4 (Fig. 2C and fig. S7). The Zn2+

ion is bound with a five-point trigonal bipyrami-
dal coordination by glutamic acid at position 84
(E84) (bidentate), histidines H265 and H267, and
likely by a water molecule (Fig. 2C), replaced in
our crystals by the carboxy-terminal carbonyl
from a symmetry-related molecule (fig. S7B). All
three metal-coordinating residues appear to be
important for function, as shown by the lack of
polymyxin resistance in ArnTSe when mutated
(Fig. 2D) (13). However, H265 is a valine (V241) in
ArnTSe (fig. S3A), and therefore, its metal coor-
dination must differ.
To investigate how ArnT interacts with its

lipid substrates, we cocrystallized ArnTCm with

UndP by incorporating this hydrophobic com-
pound into the LCPmixture, and we determined
the structure to 3.2 Å resolution (Table 1). The
ArnTCm-UndP structure features three discon-
tinuous densities compatible with a poly-prenyl
ligand, which allowed us to model the entire car-
rier lipid (Fig. 3A and fig. S8). The upper density
(Fig. 3A), stemming from inside cavity 2, corre-
sponds to the phosphate head group and five
prenyl groups and defines the approximate lo-
cation of the active site within the hydrophilic
cavity 2 (Fig. 3B). The lower region of density
(Fig. 3A), corresponding to the last four prenyls
of UndP, extends from cavity 3, which is lined
with hydrophobic residues that provide an ideal
environment for accommodating the lipid tail
(Fig. 3C). Mutations within cavity 3 had only a
marginal effect on ArnTSe function (fig. S9). These
results may indicate flexibility of the UndP bind-
ing mode away from the active site.
Notably, in the UndP-bound structure, we ob-

served a structural rearrangement of PL4. A coil-
to-helix transition results in an extension of JM3
by two full turns, which leads to a repositioning
of several residues around UndP and the appa-
rent loss of metal coordination (Fig. 3, A and D).
The nature of Zn2+ coordination is consistentwith
a role in fixing the loop in a conformation that
allows the UndP substrate to bind. The confor-
mation observed in the UndP-bound structure
substantially reduces the volume of cavity 2, as
the extension of JM3 envelopes the head of the
substrate (fig. S10). Furthermore, although the
volume of cavity 1 is only marginally changed,
theUndP-mediated structural rearrangement en-
ablesdisplacementofPL4 fromthecavity 1 surface,
which may enable access to lipid A (fig. S10).
The phosphate of UndP is coordinated by

lysine K85 and arginine R270, whereas the oxy-

gen of the phosphodiester bond participates in
hydrogen bonding with tyrosine Y345 (Fig. 3B).
These three residues are absolutely conserved
(fig. S11), and their mutation in ArnTSe leads to
complete loss of function (Fig. 3E) (13). A sulfate
ion identified in the structure of AglB and
proposed to occupy the position of the UndP
phosphate (20), is superimposablewith the phos-
phate of UndP in our structure (fig. S12), which
suggests a commonmodality for donor substrate
orientation.
Naïve docking of L-Ara4N-tri-prenyl phos-

phate to the ArnTCm structure yielded a highly
populated pose with favorable energy and posi-
tions that matched the experimentally observed
UndP (fig. S13). This pose revealed three addi-
tional conserved residues (Y59, Y82 and E506)
that are likely to interact with L-Ara4N. We con-
firmed the importance of Y59 and Y82 in ArnTSe
function (Fig. 3E). Residues corresponding to
Y59, K85, R270, and E506, have been shown to be
functionally relevant in ArnT from B. cenocepacia
(17). E84, which coordinates Zn2+ in apo ArnTCm,
appears to bind the amino group of L-Ara4N,
which suggests a possible role for this residue
in transitioning to the substrate-bound form.
In ArnTCm, E84A was also inactive (fig. S14).
Overall, the structures of ArnTCm suggest that

the binding of substratesmay be sequential, with
UndP-a-L-Ara4N binding stabilizing a conforma-
tion accessible to lipid A (Fig. 4A). The active site,
situated between the two substrate cavities, is
completed by elements of the extended JM3 helix
only with UndP bound (Fig. 4, A and B). The struc-
ture with bound UndP and modeled L-Ara4N is
consistent with a catalytic mechanism in which
two conserved aspartic acid residues, D55 and
D158, located at the interface between cavities
1 and 2 (Fig. 4B) and engaged in salt bridges
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Fig. 3. Binding of undecaprenyl phosphate (UndP) to ArnTCm.
(A) Ribbon representation of the 3.2 Å resolution crystal structure
of ArnTCm in complex with UndP. UndP was modeled based on
densities present for the head group and tail of the molecule. The
electron densities shown are from a 2Fobs – Fcalc omit map for
the UndP contoured at 1 root mean square deviation (RMSD).
(B) Close-up of the head group, with residues tested for functional
significance shown in stick representation and colored by location
(green for cavity 2) and heteroatom. (C) Close-up of the tail of
UndP inserted into cavity 3. Residues shown in stick representation
and colored by location (tan for cavity 3) and heteroatom have
been tested for functional significance (see fig. S9). (D) Super-

position of the apo and UndP-bound structures, where PL4 is colored pink for the apo structure and red for the UndP-bound state.The rearrangement of coil (apo)
to helix (bound) shown here is the only substantial change between the two structures. (E) Functional significance of residues around the head group of UndP, tested by
using a polymyxin B (PMXB) growth assay (13). Data presented are means + SD. N is shown for each data column.
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with conserved positively charged residues (R58
and K203, respectively), play a critical role in
orienting the lipid A phosphate for a nucleo-
philic attack on the L-Ara4N donor (Fig. 4C).
Indeed, mutations of D55 and D158 in ArnTCm,
and of any of the equivalent residues involved
in these two ion pairs in ArnTSe, led to loss of
activity (Fig. 4D and fig. S14). This work provides
a structural framework for understanding the
function of the ArnT family of enzymes, which
may inform the design of compounds targeted at
reversing resistance to polymyxin-class antibiotics.
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Fig. 4. Putative catalyticmechanismofArnT. (A) Schematic representation
of substrate-binding–induced conformational changes and catalytic cycle of
ArnTCm. The boundaries of cavity 1 are shown in green, and the loop (PL4)
that rearranges upon UndP binding is in red. (B) Structural perspective of the
active site of ArnTCm. A putative position for the aminoarabinose sugar deter-
mined by docking is shown. The conserved D55 and D158 are located at the
interface between the binding site for UndP-L-Ara4N and cavity 1, and have a
Cg-Cg distance of 7.1 Å. P1 (magenta) is the phosphate of experimentally deter-
mined UndP, whereas P2 (heteroatom) is the phosphate from the modeled
L-Ara4N-phosphate. (C) Putative catalytic mechanism in which two of the oxy-

gen atoms of the acceptor phosphate are coordinated by D55 and D158, which
leaves the third with a net negative charge, primed for a direct nucleophilic
attack on the arabinose ring.This mechanism is consistent with inversion of the
glycosidic bond, as reported for L-Ara4N attachment to lipid A (23). A precedent
for a phosphate acting as a nucleophile exists (24). R58 and K203 appear to act
similarly as the catalytic Mg2+, in the case of PglB, that localizes the charge of an
aspartate and a glutamate, which in turn coordinate the nucleophile acceptor
amide (19, 25). (D) Function of putative catalytic aspartates D32 and D136 and
positively charged residues R35 and K180 in ArnTSe tested utilizing the PMXB
growth assay (13). Data presented aremeans +SD.N is shown for each data column.
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STEM CELLS

Foxc1 reinforces quiescence in
self-renewing hair follicle stem cells
Li Wang,1 Julie A. Siegenthaler,2 Robin D. Dowell,1,3 Rui Yi1*

Stem cell quiescence preserves the cell reservoir by minimizing cell division over extended
periods of time. Self-renewal of quiescent stem cells (SCs) requires the reentry into the
cell cycle. In this study, we show that murine hair follicle SCs induce the Foxc1 transcription
factor when activated. Deleting Foxc1 in activated, but not quiescent, SCs causes failure
of the cells to reestablish quiescence and allows premature activation. Deleting Foxc1 in
the SC niche of gene-targeted mice leads to loss of the old hair without impairing quiescence.
In self-renewing SCs, Foxc1 activates Nfatc1 and bone morphogenetic protein (BMP)
signaling, two key mechanisms that govern quiescence. These findings reveal a dynamic,
cell-intrinsic mechanism used by hair follicle SCs to reinforce quiescence upon self-renewal
and suggest a unique ability of SCs to maintain cell identity.

M
aintaining a pool of adult stem cells (SCs)
is critical for tissue homeostasis and
wound repair throughout an organism’s
life. Self-renewal, a defining property of
SCs, is achieved by either symmetrical or

asymmetrical cell division, through which new
generations of SCs are produced to replenish the
SC pool (1, 2). Some SCs can also be kept in a
quiescent state for a prolonged period of time to
minimize cell turnover (3). Although it is well
documented that cell extrinsicmechanisms, such

as those mediated by the SC niche, play impor-
tant roles in governing the transition between
quiescence and self-renewal, it is unclear wheth-
er there are cell-intrinsic mechanisms that re-
spond to self-renewal and promote dividing SCs
to return to quiescence. In this study, we investi-
gated largely synchronized murine hair follicle
SC (HFSC) populations during early adulthood
to probe this layer of SC regulation.
HFSCs reside in an anatomically distinct com-

partment of the hair follicle, known as the bulge

(4–6). During the adult hair cycle, HFSCs period-
ically go through the phases of activation and
quiescence to maintain the SC population and to
produce new hair follicles (7). The Foxc1 transcrip-
tion factor (TF) has been previously identified as
one of the few genes with dynamic histone modifi-
cation patterns in the HFSCs (8), but its expression
andfunctionremainedunknown.Wefirstmonitored
Foxc1 expression during the adult hair cycle using a
mouse into which LacZ was introduced at the
Foxc1 locus (Foxc1-LacZ knock-in mouse) (9) and
immunofluorescence staining. We did not observe
expression of Foxc1 in the interfollicular epidermis
in any of the stages examined (fig. S1). At the first
telogen, about postnatal day 18 (~P18), Foxc1 was
absent from the bulge SC compartment but ex-
pressed in the infundibulum and sebaceous gland
progenitors (Fig. 1A). By anagen III of the HF
cycle, Foxc1 was induced in both the basal and
suprabasal bulge layers and the inner root sheath
(IRS) (Fig. 1B). In mature HFs, Foxc1was strongly
expressed in the bulge layers and the IRS (Fig. 1, C
to G). When HFs progressed through the catagen
and reached the second telogen (~P47), Foxc1was
again absent in the bulge (Fig. 1, H to J). The
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RESEARCH | REPORTS



induction of Foxc1 in both those cells positive
for keratin 6 (K6+) in the suprabasal bulge layer
(SBL), a putative niche for HFSCs (10), and the
CD34+ HFSCs at the basal bulge layer in anagen
but not in telogen was confirmed by immuno-
fluorescence staining (Fig. 1, E and J). Fur-
thermore, by examining old mice in which the
hair cycle became asynchronized and all differ-
ent hair cycle stages were observed in a single
animal, we validated that the expression of Foxc1
inherently correlates with the hair cycle (fig. S1).
We then investigated Foxc1 function by con-

ditionally deleting Foxc1 [conditional knock out
(cKO)] in the skin of mice. K14-Cre deletes Foxc1
in all skin lineages. Foxn1-Cre deletes Foxc1 in
the SBL but not in the HFSCs. K15-CrePR deletes
Foxc1 in the HFSCs but not in the SBL upon in-
duction (Fig. 2A and fig. S2). All wild-type (WT)
and cKO animals were born at the expected
Mendelian ratios (fig. S3A) and developed normal
skin neonatally, consistent with the lack of Foxc1
expression in embryonic skin progenitors (fig.
S3, B and C).
Compared with the WT HFs, which usually

entered anagen at ~P70 to P75, the K14-Cre

cKO HFs had a much shortened telogen: The
HFs entered anagen prematurely by the middle
of the second telogen at ~P64 (as revealed by the
darkened skin) and grew hair coat by P70 (Fig.
2B). We then examined HFSC activation in WT
and cKO animals during the second adult telo-
gen. At P47, we observed no signs of HF growth
or HFSC division. However, loss of the old hair
follicle (also known as club hair) was evident
(Fig. 2C). By P60, HF growth was initiated in
cKO mice, as indicated by widespread bromo-
deoxyuridine (BrdU) incorporation into both
the HFSCs and hair germs (HGs, the progeni-
tors that fuel hair growth) (Fig. 2, D and F). By
P64, whereas cKO animals produced mature
HFs, WT animals were still in quiescent telo-
gen (fig. S4A). In the Foxn1-Cre cKO mice, in
which Foxc1 was deleted in the SBL but not in
the HFSCs, no premature HF growth was ob-
served, although the loss of club hair was evi-
dent (Fig. 2E, left). In contrast, in the K15-CrePR
model inwhich Foxc1was deleted before anagen,
premature HF growth was observed without the
loss of club hair at P60 (Fig. 2E, middle, and 2F).
In the K15-CrePRmodel, in which Foxc1 was de-

leted after anagen, neither prematureHF growth
nor the loss of club hair was observed at P60 (Fig.
2E, right, and 2F). By dyeing hair at P21 and ob-
serving subsequent loss of the dyed hair, we
found that the club hair was lost late in the sec-
ond anagen (~P33 to P35) in the K14-Cre and
Foxn1-Cre cKO mice (fig. S4, B and C). Morpho-
logical examination showed that the loss of club
hair was correlated with upward movement of
the club hair, likely caused by reduced cell
adhesion but not by abnormal apoptosis or
proliferation of the SBL (fig. S4, D to F).
The widespread loss of club hair was further

confirmed by flow cytometry analysis, by which
HFSCs were detected as H2BGFPhi/CD34hi/a6hi

and H2BGFPhi/CD34hi/a6lo populations in WT
skin (5). The H2BGFPhi/CD34hi/a6lo population
marks a cell population sandwiched between the
club hair and the new hair follicle, characteristic
of the two-bulge formation in WT skin (5) (fig.
S5A). Consistent with the morphological results,
we observed a progressive loss of the H2BGFPhi/
CD34hi/a6lo population in theK14-Cre and Foxn1-
Cre cKO between P30 and P47 (fig. S5, B and C).
CD34 expression levels in theKOHFSCswere also
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reduced (fig. S5D). These data indicate that Foxc1
is required to restrict HFSCs from premature
activation and tomaintain the club hair. TheFoxn1-
Cre cKO results suggest that Foxc1 is required by
the SBL to maintain the club hair. The K15-CrePR
cKO results reveal an intrinsic requirement of
Foxc1 by HFSCs and suggest that temporal in-
duction of Foxc1 in the activated HFSCs during
anagen is required to reinforce quiescence.
To determine the effect of loss of Foxc1 on

HFSC quiescence, we performed RNA sequenc-
ing (RNA-Seq) at P47when bothWT andK14-Cre
cKO HFSCs were in telogen. Genes associated
with quiescence of HFSCs, including Bmp6 (11)
and Fgf18 (12, 13), and HFSC markers (4, 5, 14),
including CD34, were among the substantially
down-regulated genes, whereas genes associated
with HFSC activation were up-regulated in the
cKO mice (Fig. 3A). Signature genes character-
istic of quiescent SCs (3) were dysregulated (Fig.
3A). Global analysis revealed that genes involved
in cell division were markedly up-regulated
(fig. S6A). We then confirmed by quantitative
polymerase chain reaction (qPCR) the down-
regulation of Bmp6, CD34, and Fgf18 and the
up-regulation of cell cycle genes in the HFSCs
purified from each model. Consistent with the
cell-intrinsic requirement of Foxc1 in the HFSCs
during anagen, changes of gene expression were
only observed in the K14-Cre and K15-CrePR
models, in which Foxc1was constitutively deleted
or specifically deleted in the HFSCs before an-
agen, respectively. Also, changes of gene expression
were not seen in the Foxn1-Cre and K15-CrePR

models, in which Foxc1 was deleted in the SBL
but not in the HFSCs, or specifically deleted in
the HFSC after anagen, respectively (Fig. 3B and
fig. S7).
Next, we performed gene set enrichment an-

alysis (GSEA) using published HFSC and pro-
genitor data sets (15). Quiescent Foxc1KOHFSCs
(P47) were more similar to HG progenitors that
are poised for activation than to quiescent HFSCs
(Fig. 3C and fig. S8). We also observed a strong
similarity between Foxc1 and Lhx2 cKO HFSCs
in their molecular signature (fig. S8). We then
performed principal component analysis using
data sets from the quiescent or activated HFSCs
(8, 12, 16), theHGs (12), the transit-amplifying cells
(TACs) (8), and our RNA-Seq data.We found that
activated HFSCs (P28) and dividing HFSCs des-
tined for differentiation (P20) (16) were inter-
mediate populations betweenquiescentHFSCs and
HG progenitors. The P47 Foxc1 KO HFSCs were
grouped most closely with activated HFSCs and
clearly distinct from quiescent HFSCs (Fig. 3D).
These data provide a global view for the sen-
sitized cellular state of the Foxc1 KO HFSCs be-
fore the premature SC activation.
To determine themechanism of Foxc1’s action,

we analyzed differentially expressed (DE) genes
in Foxc1 WT and KO HFSCs between P29 and
P31, when the HFSCs are activated and when
Foxc1 is highly expressed. Genes associated with
HFSC quiescence, HFSC markers, and adhesion
were notably down-regulated, and cell cycle reg-
ulators were strongly up-regulated in the cKO
mice, consistent with the observed phenotypes

(Fig. 4A and fig. S6B). These data suggest that the
transient expression of Foxc1maintains SC adhe-
sion and promotes the transition back to quies-
cence when the HFSCs undergo self-renewal.
Next, wemapped open chromatin regions and

TF occupancy in theWT and KOHFSCs using an
assay for transposase-accessible chromatin using
sequencing (ATAC-Seq) (17). We analyzed pub-
lished chromatin immunoprecipitation sequenc-
ing (ChIP-Seq) data for Sox9 (18), Tcf3/4 (19), and
Lhx2 (20) inHFSCs and observed strong overlaps
between ChIP-Seq and ATAC-Seq peaks, which
validated the detection of TF occupancy by ATAC-
seq (fig. S9, A to C). To determine Foxc1 recog-
nition motifs, we analyzed a Foxc1 ChIP-Seq data
set (21). De novo motif discovery retrieved Foxc1-
binding sites that were best matched by previ-
ously determined Foxa2 and Foxa1 recognition
motifs (fig. S9D). Notably, Foxa2 and Foxc1 were
validated to bind to the same enhancer sequences
(22), consistent with our findings. Both Foxa1 and
Foxa2 loci are epigenetically silenced in HFSCs
(fig. S10), which suggests that Foxc1 is responsible
for these binding sites. We then intersected our
ATAC-seq peaks harboring the Foxc1 recognition
motifs with DE genes (P < 0.01) in the Foxc1 KO
HFSCs. We identified 104 genes likely to be tar-
geted by Foxc1 (table S1). Among these putative
targets, 85 (81.7%) were down-regulated in the
Foxc1KOHFSCs (fig. S9E). Several genes involved
in regulating HFSC quiescence were found to
contain Foxc1-binding sites in their promoter or
enhancer regions, including Bmp2 (23), Foxp1
(24), Nfatc1 (25, 26), and Prlr (26, 27).
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Fig. 3. Foxc1 KO HFSCs fail to return
to quiescence. (A) Functional classifi-
cation of selected DE gene in P47 KO
HFSCs. Red and blue mark up- and
down-regulated genes in the KO
HFSCs, respectively. (B) qPCR
validation of down- and up-regulated
genes in the HFSCs isolated from
different cKO models at the second
telogen (P47 to P60, n ≥ 3 for each
genotype, *P < 0.05). (C) GSEA com-
parison of P47 KO transcriptome to
telogen bulge and HG signature genes.
NES, normalized enrichment score;
FDR, false discovery rate. (D) Principal
component analysis of P47 Foxc1
KO transcriptome and profiling data
from WT HFSCs, HGs, and TACs. Linear
discriminant analysis groups Foxc1
KO transcriptome to activated HFSCs.
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We further dissected pathways that are down-
stream from Foxc1. Because ATAC-seq provided
a comprehensive survey for all TF-binding sites
in the genome, we analyzed the top TFhits in our
ATAC-seq. Overall in the HFSCs, motifs repre-
senting AP-1/c-Jun, p63, and CTCF were the
most enriched sequences that were detected by
ATAC-seq, consistent with high expression levels
and the widespread roles of these TFs in the skin
(Fig. 4B). However, when we specifically searched
the subset of ATAC-seq peaks that cover the DE
genes identified in the Foxc1 KO HFSCs against
ATAC peaks of non-DE genes, motifs represent-
ing Foxc1, Nfatc1, and Smad, which reflect the
BMP signaling pathway, were significantly en-
riched (Fig. 4B). Furthermore, GSEA comparison
showed that direct targets of Nfatc1 (28) and
pSMAD1/5 (29) were considerably enriched and
largely down-regulated in the Foxc1 KO HFSCs,
which positively linked the Foxc1 KO HFSCs to
the compromised BMP signaling pathway and
loss of Nfatc1 in the HFSCs (29, 30) (Fig. 4C).
Sixty-six of these genes—including Bmp2, Bmp6,
Foxp1, Inpp4b, Nfatc1, and Prlr—were likely co-
regulated by Foxc1, Nfatc1, and Smad (Fig. 4D and
tables S2 and S3). Such a combinatorial action
of these TFs is illustrated by the Nfatc1 locus
(Fig. 4E). The direct regulation of Nfatc1, Bmp6,
andHspb8 by Foxc1 was confirmed by ChIP-PCR
and qPCR (Fig. 4, F and G, and fig. S11). Because

Hspb8was confirmed as a Smad target (29), it is
an example coregulated by Foxc1 and Smad. Over-
all, 343 out of 421 DE genes are likely controlled
by Foxc1 directly (104) or by Nfatc1 (170) and
Smad (328) indirectly, which indicates a collab-
orative gene regulatory network between Foxc1
andNfatc1, as well as BMP signaling, two critical
regulatory networks governing the quiescence of
HFSCs (11, 12, 23, 25, 30, 31).
In conclusion, we have uncovered a dynamic

and cell-intrinsic mechanism mediated by Foxc1
that is induced to promote quiescent SC identity
in response to SC activation. Our findings also
suggest that quiescent SCs actively sense the
change of their cellular states and use transient
gene expression to reinforce their identity. In-
vestigation of such adaptive mechanisms should
provide new insights into SCmaintenance during
tissue homeostasis and injury repair.
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HEART DISEASE

A small-molecule inhibitor of
sarcomere contractility suppresses
hypertrophic cardiomyopathy in mice
Eric M. Green,1* Hiroko Wakimoto,2* Robert L. Anderson,1 Marc J. Evanchik,1

Joshua M. Gorham,2 Brooke C. Harrison,3 Marcus Henze,1 Raja Kawas,1

Johan D. Oslob,1 Hector M. Rodriguez,1 Yonghong Song,1 William Wan,3

Leslie A. Leinwand,3 James A. Spudich,4 Robert S. McDowell,1†‡
J. G. Seidman,2† Christine E. Seidman2,5,6†‡

Hypertrophic cardiomyopathy (HCM) is an inherited disease of heart muscle that can
be caused by mutations in sarcomere proteins. Clinical diagnosis depends on an abnormal
thickening of the heart, but the earliest signs of disease are hyperdynamic contraction
and impaired relaxation. Whereas some in vitro studies of power generation by mutant
and wild-type sarcomere proteins are consistent with mutant sarcomeres exhibiting
enhanced contractile power, others are not. We identified a small molecule, MYK-461,
that reduces contractility by decreasing the adenosine triphosphatase activity of the
cardiac myosin heavy chain. Here we demonstrate that early, chronic administration
of MYK-461 suppresses the development of ventricular hypertrophy, cardiomyocyte disarray,
and myocardial fibrosis and attenuates hypertrophic and profibrotic gene expression
in mice harboring heterozygous human mutations in the myosin heavy chain. These
data indicate that hyperdynamic contraction is essential for HCM pathobiology and
that inhibitors of sarcomere contraction may be a valuable therapeutic approach
for HCM.

H
ypertrophic cardiomyopathy (HCM) is the
most common inherited disease of the
heartmuscle and occurs in ~1 in 500 adults
(1). Patients are diagnosedwithHCMwhen
they present with left ventricular hyper-

trophy (LVH) that cannot be explained by another
cardiac or systemic disease. Associated histopatho-
logic findings include enlarged, disorganized car-
diomyocytes and increased amounts of myocardial
fibrosis. HCM also perturbs heart function, with
characteristically hyperdynamic contraction (2, 3)

and impaired relaxation (4). Both the histopatho-
logic and hemodynamic abnormalities of HCM
contribute to patient symptoms (including exer-
tional angina and shortness of breath) and in-
crease the risk for atrial fibrillation, stroke, heart
failure, and premature death (5). Contemporary
pharmacologic therapy for HCM consists of off-
label use of medications that nonspecifically re-
duce contractile strength by blocking b-adrenergic
receptors or calcium channels (6). Although these
medications can provide some symptom relief,
none alter the progression of disease (7).
Dominant inherited and de novomutations in

genes that encode protein components of the sar-
comere, the contractile unit of the heart, are iden-
tified in 35% of unselected patients who submit
to gene-based testing (8) and 80% of patients
with familial HCM (9). The two most frequently
mutated HCM genes encode b–cardiac myosin
heavy chain (MYH7), the predominant myosin
isoform expressed in the adult human heart, and
myosin-binding protein C (MYBPC3), a modula-
tor of cardiac contraction. Pathogenic missense
mutations in MYH7 cluster within the globular

motor domain, the head-rod junction region, and
the roddomain,whereasmost pathogenicMYBPC3
variants encode truncated proteins (8, 10). Studies
of young carriers of either MYH7 or MYBPC3
mutations have shown that hyperdynamic con-
traction and impaired relaxation precede the ap-
pearance of LVH (11–13).
To study the role of sarcomere mutations in

the development of HCM, we used previously gen-
erated mouse models of HCM, which we created
by introducing human disease-causing mutations
into the murine a–cardiac myosin heavy chain
gene (14–17). This is the predominant myosin
isoform expressed in the adult mouse ventricle
and is 92% identical to human b–cardiac myosin
heavy chain.Micewith heterozygousArg403→Gln403

(R403Q) (within the actin-binding site), Arg453→
Cys453 (R453C) (adjacent to the nucleotide-
binding site), and Arg719→Trp719 (R719W) (within
the converter domain) missense residues (fig. S1)
recapitulate most morphologic and functional
features of human HCM.
Characterizing the biochemical and biophys-

ical effects of these mutations at the molecular
level and connecting these properties to the
clinical phenotype of HCM is an active field of
study. In many biomechanical assays, mutant
myosinmolecules expressed in vitro or isolated
from HCM mouse hearts or human myofibrillar
preparations have shown enhanced enzymatic
[adenosine triphosphatase (ATPase)] activity, in-
creased tension development, and/or increased
unloaded actin-filament sliding velocities (10, 18).
These molecular phenotypes could explain the
hyperdynamic contraction observed in human
HCM patients. Furthermore, as cardiac fibro-
blasts respond to heightenedmechanical, paracrine,
and electrophysiological signals from cardiomyo-
cytes with increased profibrotic gene expression
(19) and production of extracellular matrix pro-
teins (20), the hyperdynamic biomechanical prop-
erties of mutant sarcomeres could contribute
to the downstream development of HCM histo-
pathology (16). However, some HCMmutant pro-
teins in reconstituted systems do not demonstrate
increased power production and appear to slight-
ly decrease force production (21). Such discrep-
ancies highlight the current limitations of the
reconstituted systems: single- rather than double-
headed myosins, as well as the absence of key
protein components and posttranslational mod-
ifications. Thus, the question remains as to wheth-
ermutations found inHCM increase power output
at the molecular level. To test this hypothesis by
an alternate approach, we sought a small mole-
cule that could reduce sarcomere power output.
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We reasoned that if excess sarcomere power is the
primary defect inHCM, small-molecule inhibitors
of sarcomere power might ameliorate the disease
at its source and abolish hallmark features of
HCM such as hypertrophy, cellular disarray, and
myocardial fibrosis.
Sarcomere power output is the product of en-

semble force generated bymyosin heads and their
velocity of movement along actin filaments (22).
In principle, either component of power output
could be a target for modulation, and we initially

sought agents that reduce power by reducing en-
semble force generation. Because increases in the
cycle time ofmyosin ATPase reduce ensemble force
generation, we conducted a chemical screen for
molecules that reduced themaximal actin-activated
ATPase rate of myosin in bovine myofibrils
(Fig. 1A). Both a- and b-cardiac myosin normally
spend ~1/10 of their ATPase chemomechanical
cycle times strongly bound to actin (Fig. 1A, lower
two structures). Lengthening the total cycle time
reduces this proportion, resulting in fewermyosin

molecules in a force-producing state and an over-
all reduction in force generation (22). Compounds
identified via this screen underwent optimiza-
tion of potency and pharmaceutical properties
to yield MYK-461 (Fig. 1B).
Treatment of mouse cardiac myofibrils with

MYK-461 reduced ATPase activity in a dose-
dependent manner [median inhibitory concen-
tration (IC50) of 0.3 mM] (Fig. 1C). Maximal doses
of MYK-461 (>10 mM) reduced the maximal
ATPase rate by ~90%. The potent inhibition of
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Fig. 1. MYK-461 inhibits myosin ATPase and
contractility of cardiomyocytes. (A) Chemo-
mechanical cycle of myosin, demonstrating the
coupling between ATP hydrolysis and the myosin
powerstroke.The swinging of the myosin lever arm
(gray; bound light chains not shown) in step two is
associated with movement of the actin filament
(blue). (B) Chemical structure of MYK-461. (C) De-
creasing rate of myosin ATPase in mouse cardiac
myofibrils treated with increasing concentrations
ofMYK-461 (n=6biological replicates,mean ±SD).
(D) Plots of tension versus pCA for skinned cardiac
muscle fibers (from rats) exposed to increasing
concentrations of MYK-461 (n = 3 to 4 fibers per
concentration, mean ± SEM). (E) Decreasing max-
imal tension of skinned cardiacmuscle fibers (from
rats) exposed to increasing concentrations of
MYK-461 (n=3 to4 fibersperconcentration,mean±
SEM). (F) Decreasing fractional shortening (FS)
of isolated adult rat ventricular cardiomyocytes
treated with increasing concentrations of MYK-461
(n = 3 to 5 cells per concentration, mean ± SD).

Fig. 2. MYK-461 reduces cardiac contractility
in mouse models of HCM and prevents or ame-
liorates LV hypertrophy. (A) Reduction in frac-
tional shortening with increasing MYK-461 plasma
exposure in hearts from R403Q, R719W, R453C,
and WTmice, fit by linear regression (n = 6 to 9
mice per background, Pearson’s r = 0.57, P < 105).
(B) Changes in LVWT over time by echocardio-
graphy for WTmice (top panel: dashed black line,
untreated; solid black line, treated; n = 6 mice
each) and the indicated HCMmousemodels (blue,
treated with MYK-461; red, untreated; n = 3 to 6
mice per background). All data are expressed as
mean ± SD, and statistical significance was tested
by repeated-measures one-way analysis of variance.
(C) Reduction in LVWT for the indicated HCM
mouse models treated with MYK-461 after the on-
set of hypertrophy (15 to 30 weeks of age). Sta-
tistical significance was tested by paired t tests
compared with baseline values.
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ATPase rates in both murine [>90% a-myosin
(23)] and bovine myofibrils [>90% b-myosin
(24)] indicates that MYK-461 is active against
both the a and b isoforms of cardiac myosin.
Because we observed similar activity (IC50 of
0.3 mM) (fig. S2A) in a basal system consisting
of only purified bovine myosin S1, we concluded
that MYK-461 acts directly on myosin. We next
performed transient kinetic experiments to iso-
late individual steps of themyosin chemomechan-
ical cycle by which MYK-461 inhibits myosin
ATPase. Treatment with MYK-461 reduced the
rate of phosphate release (Fig. 1A, step two, and
fig. S2B), the rate-limiting step in the chemo-
mechanical cycle, in a dose-dependent manner
without slowing adenosine diphosphate (ADP)
release (Fig. 1A, step three, and fig. S2C). These
data suggest that MYK-461 reduces the myosin
duty ratio (i.e., the ratio of strongly bound state
time to total cycle time) and thus decreases the
ensemble force, power, and contractility produced
by the sarcomere.
We also directly studied the effect of MYK-461

on power generation in muscle, by measuring

tension produced by skinned cardiac muscle fi-
bers isolated from adult rats. Exposure toMYK-461
reduced maximal tension in a dose-dependent
manner (~70% reduction at 1.0 mM) without al-
tering the pCa50 (i.e., the pCa at half the maximal
activity) or the tension at lower calcium concen-
trations (Fig. 1, D and E). Similarly, adult rat ven-
tricular cardiomyocytes treated with MYK-461
showed a dose-dependent reduction in fraction-
al shortening (IC50 0.18 mM) (Fig. 1D) without
changing the calcium transient (fig. S3).
To study in vivo effects and determine whether

MYK-461 decreases fractional shortening, a mea-
sure of contractility (fig. S4A), we administered
MYK-461 orally (2.5 mg/kg per day via drinking
water) to young (ages 6 to 15 weeks) wild-type
(WT) and HCMmice expressing a–cardiac myosin
heavy chain missense mutations R403Q, R719W,
or R453C. Chamber dimensions, fractional short-
ening, and plasma drug concentrations were mea-
sured at baseline and at 2- to 4-week intervals (fig.
S4B). WT and mutant mice exhibited decreased
fractional shortening that correlated linearly with
MYK-461 plasma exposures (correlation coeffi-

cient r = 0.57; P <10−5) (Fig. 2A). Although MYK-
461 inhibits the ATPase activity of skeletal myosin
with a lower affinity (IC50 of 4.7 mM with rabbit
skeletal myosin), treated rodents had no reduc-
tion in grip strength or voluntary exercise ca-
pacity (fig. S5). Thus, MYK-461 reduced cardiac
contractility in a dose-dependent manner in nor-
mal and mutant mice without overt impairment
of skeletal muscle function.
We next investigated whether MYK-461 ad-

ministered to young prehypertrophic HCMmice
[ages 8 to 15 weeks; left ventricular wall thick-
ness (LVWT) ≤ 0.8 mm] affected the develop-
ment of LVH, the cardinal manifestation of HCM.
Both treated and untreatedWTmice maintained
stable LVWT throughout the experiment, where-
as LVWT increased in placebo-treated HCM
mice (Fig. 2B), indicating the emergence of overt
disease. In contrast, HCM mice treated with
MYK-461 had LVWT comparable to that of WT
mice (Fig. 2B).
To determine whether MYK-461 could reverse

pathologic remodeling, we administered this drug
to older HCM mice (ages 30 to 35 weeks) with
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Fig. 3. MYK-461 reduces the development of myocardial disarray and
fibrosis in mouse models of HCM. (A) Sections from untreated (left) and
MYK-461–treated (right) 30-week-old R403Q mice stained with Masson’s
trichrome (arrowheads point to fibrotic areas). Scale bars, 1mm. (B) Reduction
in fibrosis area with MYK-461 treatment assessed in more than eight sections
per mouse for R403Q and R453C HCMmice (n = 5 to 6 animals per group).
(C) Representative regions of interest for analysis of cell orientation fromR403Q

mouse heart sections. Regions are shown (left) stained with Masson’s tri-
chrome (scale bars, 50 mM), (middle) with local gradient vectors illustrating cell
orientations for analysis, and (right) as roseplots of the distribution ofmyofibril
orientation angles (blue line; myofibrils oriented within 20° of the mean are
shaded in red). (D) Percentage of aligned myofibers in WT and R403Q mice
with and without MYK-461 treatment (n = 6 animals per condition). All data
expressed are asmean ± SD; statistical comparisons were performed by t test.
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overt LVH (LVWT ≥ 0.9 mm). Serial echocardio-
grams showed a significant reduction in the
fractional shortening by week 2 (fig. S4C) and in
LVWT by week 4 (Fig. 2C), after which these
parameters remained stable with continued treat-
ment. Thus, reduction of the pathologic power
generated by the mutant sarcomere blunted the
development of LVH and promoted partial re-
gression of hypertrophy in older HCM mice.
Seminal histopathologic features of HCM in-

clude cardiomyocyte disarray and fibrosis, which
may contribute to ventricular arrhythmias and
heart failure (25). We hypothesized that counter-
acting the biomechanical effects of sarcomere
mutations with MYK-461 would normalize these
histopathologic phenotypes. UntreatedHCMmice
(R403Q or R453C) developed variable amounts
of patchy fibrosis encompassing ~4.5 and ~9.6%
of the left ventricle (LV), respectively (Fig. 3, A
and B). Prehypertrophic mice treated for 20 to
26 weeks (Fig. 3, A and B, and fig S6) displayed
~80% less fibrosis. However, whenMYK-461 was
administered after the development of substan-
tial hypertrophy, it did not significantly reduce
the occurrence of fibrosis. These data suggest
that normalizing sarcomere power output can
reduce the fibrotic response to an HCM muta-
tion, but the maximum benefit may be achieved
by administering treatment before the onset of
overt hypertrophy.

To characterize the effect of MYK-461 on myo-
fibrillar disarray, we used an algorithm (26, 27)
that determines the regional orientation of myo-
fibrils across histological sections (Fig. 3C and
fig. S7). We defined the mean myofiber orienta-
tions for a given region (Fig. 3C) and the per-
centage of aligned cells (cells oriented within
20° of the mean; see supplementary materials
and methods). At 30 weeks of age, untreated
HCM R403Q mice had an average of 45 ± 7%
aligned cardiomyocytes per region (Fig. 3D,
red). Prehypertrophic R403Q mice treated with
MYK-461 had 30% more aligned cardiomyo-
cytes (59 ± 10%; P = 0.02) (Fig. 3D, blue),
comparable to the mean alignment of cardio-
myocytes observed in WT heart sections (Fig.
3D, black). In contrast, mice treated with MYK-
461 after the development of overt hypertrophy
showed no significant increase in cardiomyo-
cyte alignment.
To characterize the cardiac transcriptional re-

sponses to reduced contractility from MYK-461
in HCM hearts, we focused on 200 genes with
significantly altered expression in hypertrophic
R403Q and R453Cmice compared withWT con-
trols (table S1). This gene set was enriched for
cardiomyocyte-expressed transcripts encoding
contractile-associated proteins and for cardiac
fibroblast transcripts encoding proteins involved
in extracellular matrix production (table S2). RNA

expression of this 200-gene set in R403Q and
R453C mice exposed to MYK-461 either before
(ages 8 to 15 weeks; early Rx) or after (ages 30 to
35 weeks; late Rx) the development of overt LVH
was significantly closer to WT LV levels than to
untreated HCM LV levels (Fig. 4, A and B) (P <
0.0001). Althoughwe did not detect regression of
myocardial fibrosis in these mice, both cardio-
myocyte contractility and profibrotic gene expres-
sion were normalized (Fig. 4C), indicating that
reduction in sarcomere power in the prehyper-
trophic and overt HCM hearts promoted main-
tenance or restoration of normal transcriptional
pathways.
Because LV hypertrophy has been linked with

inefficient energy utilization (28), we also com-
pared gene expression for 1158 genes (29) that
encode proteins localized to mitochondria (fig.
S8A) in WT and HCM mice (R403Q or R453C).
In untreated HCM mice, we observed dysregu-
lated expression in 19.7% (228 genes; R403Q) and
28.7% (332 genes; R453C) of genes encodingmito-
chondrial proteins, as compared with WT levels
(P = 0.01) (fig. S8B). Early treatment with MYK-
461 reduced the percentage of dysregulated gene
expression to 4.2% (49 genes; R403Q) and 7.5%
(87 genes; R453C) (P < 0.01 versus untreated).
These data are consistent with an altered meta-
bolic state in HCM that is normalized by treat-
ment with MYK-461.
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Fig. 4. MYK-461 suppresses
hypertrophic and profibrotic
gene programs in mouse
models of HCM. (A) Heat
map illustrating levels of gene
expression in WT and treated
and untreated HCM mice for
200 genes that are highly
differentially regulated in HCM
mice compared with WTmice.
Genes are divided according
to the cell type in which they
are expressed (myocytes,
fibroblasts, or both).Treatment
with MYK-461 (2.5 mg/kg per
day) began either before
overt hypertrophy (early Rx) or
after the development of
hypertrophy (late Rx).
(B) Heat map showing
Pearson correlations between
mouse genetic backgrounds
and MYK-461 treatment
regimens for 200 genes
differentially regulated in
untreated HCM mice.
Statistical comparisons were
performed between the
Pearson correlations for WT
animals or untreated
mutants and each treatment
condition for that mutant.
Significance was assessed by
Fisher r-to-z transformation (*P < 0.0001). (C) Fold change in gene expression levels (as compared with WT animals) for selected genes expressed in
myocytes, fibroblasts, or both across MYK-461 treatment regimens in R453C mice (top) and R403Q mice (bottom; *P < 0.05).
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In summary, our data demonstrate that a
small-molecule inhibitor of sarcomere power
administered early in the course of disease can
attenuate the development and progression of
the morphologic, histopathologic, and molecular
changes that characterize HCM. Our findings
support a mechanistic model for HCM in which
sarcomere mutations lead to increased molecu-
lar power output, hyperdynamic contraction, and
ultimately, pathologic remodeling of the heart.
We suggest that analyses from reconstituted sys-
tems (18, 21) have not consistently validated this
model because key components (e.g., MYBPC or
titin) are missing and/or important parameters
for power production have not been examined
(30). Nevertheless, our in vivo results indicate
that reduction of sarcomere power output by
direct manipulation of their biomechanical
properties—with a small molecule that targets
cardiac myosin—may present a therapeutic
approach to HCM.
As other heritable cardiomyopathies are asso-

ciated with mutations that disrupt physiologic
power production by the sarcomere (31), the salu-
tary effects of inhibiting myosin power in HCM
suggest a more general paradigm for treating
genetic cardiomyopathies: pharmacologic nor-
malization of underlying biomechanical defects
by either increasing or decreasing sarcomere
power (22). Small molecules that augment my-
osin power have already been identified and
are in clinical trials for patients with heart failure
(32, 33). Further elucidation of the biochemical
and biophysical consequences of human muta-
tions on cardiac function can form the basis for

future efforts to treat these diseases at theirmech-
anistic source.
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of a paper in the mass media may compro-

mise the novelty of the work and thus its 

appropriateness for Science. Please contact 

the editors with questions regarding these 

policies.

Human studies. Informed consent must 
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conduct of the experiment. 
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his/her group has produced. 
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sequences, and atomic coordinates and 

structure factors for macromolecular or 
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be released at the time of publication. 
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deposited. Approved databases are listed 

online. Large data sets with no appropri-

ate repository must be housed as part of 

the supplementary materials at Science, or 

when this is not possible, on the author’s 

website, provided that a copy of the data 

is held in escrow at Science to ensure avail-

ability to readers.

Data availability and materials shar-

ing. After publication, all data and com-

puter codes necessary to understand, 

assess, and extend the conclusions of the 

manuscript must be available to any reader 
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restrictions on sharing of materials (ma-

terials transfer agreements or patents, for 

example) applying to materials used in the 
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to Science an exclusive license to publish 

the paper in print and online. Any author 

whose university or institution has poli-
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There’s only one

Research Assistant Professor
Position

University of Pittsburgh
School of Medicine

Department of Pharmacology
& Chemical Biology

Applications are invited for a Research Assistant
Professor level faculty position in the Department
of Pharmacology&ChemicalBiology.Candidates
who have a PhD, MD or preferably both, or
equivalent graduate degrees are being recruited
to expand a program in Nrf2 signaling networks.
The University of Pittsburgh School of Medicine
and theDepartment of Pharmacology&Chemical
Biology consistently rank among the top 10 by
NIH funding.

The successful candidatewill be expected to: have
excellent communication skills, both oral and
written, and to have a strong record of scholarly
publications. While all strong applicants will be
considered, research interests that complement
laboratory interests in Nrf2, Notch1 signaling,
metabolic disease and carcinogenesis will be
especially competitive.

Applicants should mail by 1 March 2016 a
one-page statement of research objectives,
curriculum vitae, and contact information for
three references to: Dr. Thomas W. Kensler,
PhD, Professor of Pharmacology & Chemical

Biology, Department of Pharmacology &

Chemical Biology, University of Pittsburgh,

School ofMedicine, E1352 Biomedical Science

Tower, Pittsburgh, PA 15261; http://www.

pharmacology.us

The University of Pittsburgh is an Affrmative
Action/Equal Opportunity Employer Minorities/

Women/Vets/Disabled.

Postdoctoral Research

Fellow

A post doctoral research position is available
immediately to join the newly established
laboratory of Dr. Anas Younes, within the
Lymphoma Service at Memorial Sloan
Kettering Cancer Center (MSKCC).

The major focus of the laboratory is the
development of novel targeted therapy
and mechanism-based novel combination
regimens for the treatment of lymphoma.
The lab is actively investigating genetic
and molecular biomarkers for predicting
treatment response, and identifying negative
feedback loops that may facilitate the
design of combination strategies. Highly
motivated individuals (Ph.D. or M.D.) with
outstanding training in cell biology, cell
signaling, cancer genetics, or related areas,
are encouraged to apply.

Interested candidates should email CV and
contact information for three references to:

AnasYounes,M.D.

Chief, Lymphoma Service,MSKCC

email: younesa@mskcc.org

SEARCH JOBS

ON THE GO!

apps.sciencemag.org

Download the

JobApp



Faculty Position in Tumor Immunology

Department of Microbiology/Immunology
Northwestern University Feinberg School of
Medicine and Robert H. Lurie Comprehensive
Cancer Center of Northwestern University

TheDepartment ofMicrobiology/Immunology and theRobertH. Lurie
Comprehensive Cancer Center at the Feinberg School of Medicine,
Northwestern University are seeking a top level scientist to expand
the research program in Tumor Immunology. We are looking for a
researcher excited to join our effort to fnd novel insights into cancer
therapy and prevention by harnessing the immune system.The position
is at the level ofAssistant Professor,Associate Professor, or Professor
in the University Tenure Line. The successful candidate will be an
accomplished investigator with a demonstrated record of achievement
as evidenced by research funding and publications in leading journals.

Applicantsmust apply online.Applicationswill be reviewed as received,
but to receive full consideration, must be received by April 15, 2016.
Please submit a complete curriculum vitae, a concise research statement/
plan, and the names and contact information for at least three letters of
reference to: tumorimmunology@northwestern.edu.

Northwestern University is an Equal Opportunity, Affrmative Action
Employer of all protected classes, including veterans and individuals
with disabilities. Women and minorities are encouraged to apply.
Hiring is contingent upon eligibility to work in the United States.

Director, Cancer Genomics

Associate Director, Translational

Genomics Laboratory

TheOntario Institute forCancerResearch (OICR) is
seeking a Director of Cancer Genomics to develop
an innovative research program in cancer genomics.

The Director will join OICR’s senior management team which oversees
OICR’s research plan.TheDirectorwill devote at least 50%of time to oversee
technology developmentwithin theTranslationalGenomicsLaboratory, a new
partnership between the PrincessMargaret Cancer Centre and OICR.

OICRwas created by theGovernment ofOntario to enhance cancer research,
particularly translation of new discoveries into effective interventions that
impact cancer and promote knowledge-based industries in Ontario.

Qualifcations: • PhD and/or MD with a proven track record in cancer
genomics, next generation sequencing and technology development; • A
relevant international reputation and strong publication record; • Proven
leadership, management experience and communications skills; • Previous
experience in leadingmultidisciplinary,multi-institutional teams; • Excellent
and broad understanding of the feld of genomics, epigenomics and informatics
in oncology; • Eligible to hold the rank of associate or full professor at an
Ontario university.

Conditions of Employment: The position will be based at OICR’s core
laboratories in the MaRS Centre in Toronto. An academic appointment may
be obtained at the University of Toronto. The initial appointment is for .ve
years, renewable pending satisfactory review.Acompetitive salary and bene.ts
package will be negotiated.

Application Process: Candidates are invited to submit a curriculum vitae, a
vision statement on the opportunities for OICR to play a lead role in cancer
genomics and in the translation of genome technologies and science in the
health care system, and names of three references, electronically to search@
oicr.on.ca. For more information about OICR please visit the website at
www.oicr.on.ca.

The position will remain open until a suitable candidate is found, however
applications are preferred byMarch 15, 2016.
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We believe in the relentless

pursuit of big ideas. In thinking

ahead of the curve. We believe

in individual strength and the

power of collaboration. And

in making tomorrow what we

dream it can be. We believe in

advancing the common good

with uncommon will.

MSU’s Global Impact Initiative is a bold

endeavor designed to accelerate the pace

of discovery through the creation of more

than 100 new faculty positions in some of

the most promising—and critical—fields

of research, including energy, health,

education, the environment, national

security, and global development. Join us.

SPARTANS WILL.

msu.edu/globalimpact

WE BELIEVE
GRAND
CHALLENGES

REQUIRE
BOLD ACTIONS.
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POSTDOC CAREERS | March 25, 2A1C

Be sure to promote your openings to the thousands

of scientists who will be reading Science to find out

about the latest postdoc opportunities.

Reserve ads byMarch 8 to guarantee space.

Fantastic Recruiting
Opportunity!

For recruitment in science, there’s only one

THERE ’ S A SC I ENCE

TO REACH ING SC I ENT I STS .

Postdoc Careers
March 2S, 2016

Reserve ads byMarch 8
to guarantee space.

SCIENCECAREERS.ORG
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Sêr Cymru II – Building Research Capacity in Wales
The Sêr Cymru programme is a £100 million strategy to produce a step change in research

capacity in Wales. Sêr Cymru II is the latest round of funding and is a collaboration between

Welsh Government, Higher Education Funding Council Wales (HEFCW) and Welsh Universities.

The Sêr Cymru II scheme is looking for high-calibre candidates to work with stellar

researchers in STEMM (Science, Technology, Engineering, Maths and Medicine) and

relevant areas of Applied Social Science in Wales. The fellowships available include:

• Rising Star fellowships1. Up to 26 five-year fellowships for the very best ‘rising stars’

of academic research.

• Marie Skłodowska-Curie Actions Strengthening International Research Capacity in

Wales (SIRCIW) Fellowships2. - Up to 90 three year fellowships for researchers from

outside of the UK to come to work in a Welsh University.

• Early Career Fellowships1. Around 30 three-year fellowships for stellar candidates, to

be recruited from anywhere in the world to come to work in Wales.

• Recapturing Research Talent1. Approximately 12 fellowships for talented researchers

returning to work following a career break or who have left the scientific world.

The first deadline for applications is 17:00 UK time, Tuesday 1st March but further

funding rounds will be announced soon.

1. The project has been part funded by the European Regional Development Fund through the

Welsh Government.

2. This project has received funding from the European Union’s Horizon 2020 research and

innovation programme under the Marie Sklodowska-Curie grant agreement No 663830.

For more information, please see the Expertise Wales website:
http://expertisewales.com/support-and-funding-researchers or contact
the Management Team via SERCYMRUII@wales.gsi.gov.uk

Visit the website and start planning today!
myIDP.sciencecareers.org

Features inmyIDP include:

§ Exercises to help you examine your skills, interests, and values

§ A list of 20 scientific career paths with a prediction of which ones best fit your skills and interests

§ A tool for setting strategic goals for the coming year, with optional reminders to keep you on track

§ Articles and resources to guide you through the process

§ Options to savematerials online and print them for further review and discussion

§ Ability to select which portion of your IDP you wish to share with advisors, mentors, or others

§ A certificate of completion for users that finishmyIDP.

For your career in science, there’s only one

myIDP:

A career plan customized

for you, by you.

In partnership with:

Recommended by
leading professional
societies and the NIH
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Maybe I should feel good about 

this—after all, I am helping a lot of 

people achieve their dreams—but 

I don’t. It isn’t that I don’t wish 

the people I am writing for well—

I do. They often succeed in their 

applications, and I like to think 

that my letters play an important 

part in this. However, I am begin-

ning to question the value of all 

this letter writing. I certainly don’t 

mean to sound ungracious. Yes, 

many people have written letters 

on my behalf. Yes, without these 

letters I wouldn’t be where I am 

today. But I became an academic to 

be a scholar and a teacher. I didn’t 

sign up to be a letter writer. 

Even as I am sometimes exasper-

ated with my own letter-writing 

load, I was surprised to learn that, compared with other 

colleagues I have talked to, the 50 or so letters I am now 

writing each year is probably average. One colleague told 

me that he knows someone who routinely writes several 

hundred letters each year. Others probably write more. 

This is work we in the academy all feel obliged to do—but 

lately, as I serve on more of the hiring and award commit-

tees that request all these letters, I fi nd myself wondering 

whether they are losing value. 

In the past, there were fewer universities than today, 

and networks were smaller. A letter of reference mattered 

because it was written by someone the letter reader knew. 

Now, we are reading hundreds of letters of reference, most 

by people we don’t know. Maybe we have heard of the letter 

writer’s research and have met once or twice at a conference, 

but still, we often have no sense of what a letter from that 

individual means. Is “good” high or faint praise? When is 

“brilliant” honest and when is it hyperbole? Is this a form 

letter? Does the fact that a letter was written by a big-name 

scholar employed at a big-name school indicate that the sub-

ject of the letter is doing quality work or merely that they 

are well connected? And should we discount a letter if there 

are typos or grammatical mistakes? 

In the end, a strong letter can simply 

mean a strong letter writer.

Indeed, now that I have served 

on committees faced with hun-

dreds of letters, each describing 

said candidate as “outstanding” 

or some other superlative, I fi nd 

myself paying less and less atten-

tion to them. Although we used 

to look to letters to get a sense of 

someone’s scholarly promise, in to-

day’s competitive academic arena, 

promise is no longer enough. In-

stead, we end up relying on mark-

ers of achievement—CV, transcript, 

proposal, scholarly output—as do 

the writers of all those letters.  

Last month, Roger Day wrote on 

this page that some academics need 

to stop using others to ghostwrite their letters. (You can read 

that story at http://scim.ag/RogerDayWL.) But we don’t just 

need more diligent letter writers or more honesty about who 

is doing the letter writing. We need to write fewer letters. I 

think it’s time we consider retiring the letter of reference. 

Professors’ labor isn’t free; our time must be allocated and 

paid for, to say nothing of the time spent by contingent fac-

ulty members who are asked to write letters on their own 

dime. Although the price of a single letter may seem low, 

the cost of the time faculty members are spending reading 

and writing all these letters probably amounts to hundreds 

of millions of dollars a year. 

Yes, it would be nice to have highly insightful letters that 

provide valuable information about a candidate beyond 

what comes through from a CV or written work. But if you 

are on a committee that does admissions or any other form 

of adjudication and you request letters, ask yourself this: 

Will the decision you make be that much better? ■

 Rima Wilkes is a professor of sociology at the University 

of British Columbia, Vancouver, in Canada. Send your 

story to SciCareerEditor@aaas.org. IL
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“We need to write 
fewer letters.”

Retire the letter of reference

E
ach year, I write letters of reference for undergraduate students applying to master’s and Ph.D. 

programs; law school; and programs in social work, architecture, and medicine. I write letters to 

help them win awards, internships, and placements in study abroad programs. I write letters for 

graduate students trying to win fellowships, fi nd postdoc appointments, and secure tenure-track 

positions. I write letters for faculty members submitting applications for prizes, as well as for those 

coming up for tenure and promotion appraisals. Suf  ce it to say, I spend a lot of time writing letters.

By Rima Wilkes
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